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1. Introduction 
With the increase in user requirements for internet browsing and streaming videos online, various 

technologies have come forward to provide best services and solutions according to the needs. In this 

era of using advanced cell phone technology, most internet browsing and video streaming is done over 

Wi-Fi or LTE. These days, users prefer watching videos on their cell phones while at work or while 

traveling, and thus, use technologies mentioned above to stay connected and to stream videos while 

being mobile or stationary. Due to this, the telecommunication industry has improved services provided 

to users at a level where they can enjoy fast streaming for any YouTube video while on the go. The main 

idea behind our project is to analyze the performance of Long Term Evolution (LTE), a wireless network 

technology used by network operators around the world meant for high-speed communication between 

data terminals and observe the packet transfer, drop rate and delays for using the technology. We will 

be using Riverbed Modeler to simulate various scenarios where data would be transferred to stationary 

or mobile terminals and observe how LTE performs. 

We will be analyzing one of the most commonly used video streaming applications: YouTube. YouTube 

has become one of the most widely used applications due to its best video streaming system. In order to 

analyze the packets while streaming a single 720p music video over YouTube, Wireshark was used to 

analyze the packets. "port 80" filter was used to see the data traffic. This was done to have a more 

realistic setting for the video streaming application that will be used for the simulation. Since YouTube 

buffers the packets for streaming, we found that it used TCP for on the transport layer. 

The simulation is to be performed using Riverbed 18.0 where different scenarios will be created to 

simulate a server such as a YouTube server that has the video database and various types of clients 

trying to access videos from the server for streaming. There will be stationary terminals as well as 

mobile nodes to have a more realistic simulation for the project, and the server will be placed at a place 

far away from the users in our case.  We will collect different statistics to have a reliable analysis of the 

LTE network simulation. 

2. LTE Technology 
Long Term Evolution is one of the most commonly used and fast growing wireless telecommunication 

technology used these days. It is used by network operators around the globe for high-speed 

communication for smartphones or data terminals [1]. Initially, it was created to enhance the speed of 

wireless data networks and allow the usage of DSP. It provides a relatively fast downloading rate of 5-12 

Mbps which is an enough for streaming videos online [2].  

3. Wireshark Data Collection 
We used Wireshark to collect information about streaming video using YouTube. Wireshark is an open-

source packet analyzer. We used it to view the packets for YouTube streaming. The following screenshot 

shows the packets when we opened up the browser, went to YouTube, and loaded a 720p video. 
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Figure 1 - Wireshark information of connecting to YouTube. 

 

Once the video plays, the following screenshots show the packet details of what protocols are being 

used by the HTTP application. 

 

Figure 2 - Wireshark information of playing the video. 

As seen above in the screenshots, YouTube mainly uses TCP and HTTP regarding protocols. YouTube 

provides reliable video streaming. It allows users to buffer and pause the video, so YouTube uses TCP 

protocol. We pinged 'www.youtube.com' and found that the IP address for YouTube is 199.212.24.21, 

the time to live (TTL) for YouTube is 58 seconds (Figure 3). 

 

Figure 3 - Ping to YouTube. 

We chose similar application configuration for our simulation.  
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4. Application Setup and Configuration settings 
 For the application as mentioned earlier, the aim of the project was to analyze the performance 

of LTE networks while streaming videos. The first approach was to use the default video streaming 

model for the application and change the setting so that it mimics the behavior we observed for 

YouTube. The video streaming application model was tried as the main application but we were unable 

to receive and send any traffic to the nodes we created using Modeler. Eventually, we moved to creating 

the application and set it up as an HTTP application that replicates the video streaming for a YouTube 

video. Since YouTube uses HTTP and TCP protocols for the streaming videos, HTTP Application named 

YouTube was created and used for simulating different scenarios for this project. Under the Application 

definition, a new application was created that uses HTTP as the base application and it was named 

YouTube1080p. 

 

Figure 4- Application Definition Attributes. 

The figure below shows the attributes that were chosen based on the Wireshark data collected to 

replicate video streaming. Since YouTube is using the video codex H-264 and MPEG4 the average 

encoding speed is somewhere between 20 frames/second to 30 frames/second [4]. Using the rate of the 

encoder we calculated usual page inter-arrival time for video streaming for the H-264 codec. For our 

simulation, we chose that number to be between 0.0333333 and 0.06666666. 
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Figure 5- HTTP Attributes to Replicate YouTube Video Streaming Behaviour. 

Under the page properties section, the size of the page was taken based on the size of each frame for 

the 1080p resolution. H-264 has a rate of 25Mbps for the 1080p videos and since the rate is roughly 

around 30 frames/second. Using those two numbers, we calculated the object size to be 109227 bytes 

as shown in the figure below. 

 

Figure 6- Page Attributes for the HTTP Application. 

Lastly, we chose the object to be a video and used the default settings as suggested by the Riverbed 

Modeler. 

Once the Application was defined and the attributes were set to simulate the streaming of a YouTube 

video with resolution 1080p the next step was to configure the application so that all the nodes in the 

scenario uses the same application. The following figure shows the attribute settings for the Profile 

Configuration. 
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Figure 7- Profile Configuration for the Application Definition. 

 

5. Validation LTE Simulation 
The first step required to analyze LTE technology in detail was to create a basic topology with a very 

simple network and try and run the application and observe the packet throughput and the delay for 

each node and see whether there was any communication between different nodes of the network. The 

Validation Scenario was created with the server, base station and the workstations all in the vicinity near 

the Vancouver area. 

5.1 Validation Scenario 
The following figure shows the basic topology for sanity checking. The network was created to check 

whether the user (Fixed_Workstation) was able to receive any data from the server. The basic scenario 

can be seen in the figure below. A server runs the Application, which was defined as a first step. The 

server is connected to a Cisco router which is then connected to the Ethernet router (EPC) for the LTE 

network. The EPC can be connected to various base stations that can transfer the information further to 

either fixed or mobile nodes. 
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Figure 8- Validation Scenario for Sanity Check. 

The only wireless communication in the scenario shown above is between the LTE Base Station and the 

workstation nodes, rest of the nodes are all connected to each other sung the 100BaseT links for traffic 

transfer. If we zoom into the section where we have the base station and the fixed node, it will look as 

shown in the figure below. 

 

Figure 9- Zoomed in version for the Base Station and Fixed Workstation. 
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It can be seen from the figure above that Workstation1 is closer to the base station as compared to the 

Workstation2. The next figure shows the second base station that is connected to the same router and is 

sending same packets as the first base station. In the following figure, the Workstation3 is at the farthest 

distance from the base station as compared to the other Workstation as shown in the previous figure. 

 

Figure 10- Single Work Station with Single Base Station. 

 

The simulation was running for the above-mentioned scenario for 15 minutes, and the node statistics 

were collected and the graphs can be seen in the simulation results section of the project report where 

the detailed discussion is provided on the results and how do they relate to the scenario settings. 

5.2 Simulation Result 

5.2.1 Throughput 

As shown in Figure 11, we see that the throughput for all workstations is constant, as expected since 

they are stationary nodes, and thus the distance between the nodes and the base stations does not 

change. However, workstation 3 is further from the base station than workstations 1 and 2, and as a 

result has a lower throughput, which is as expected.  
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Figure 11 - Throughput results of fixed workstations. 

5.2.2 Delay 

From the graph below, we collected the delay of the LTE network at three fixed workstations. In this 

scenario, workstation 1 (blue) and workstation 2 (red) are close to the base station whereas workstation 

3 (green) is far away from the base station. The result shows clearly that workstation 3 has a higher 

delay than the other two in average per second. Analysis of the delay on a mobile workstation in the 

results analysis of Scenario 1.  

 

Figure 12- Delay results of fixed workstations. 
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6 Advanced Scenarios 

6.1 Introduction to Scenarios One, Two, and Three 
For the following three scenarios, the parent subnet topology consists of an IP cloud backbone, a server 

subnet, and a client subnet, as seen in Figure 13. The server subnet topology and settings will be 

constant for each scenario while the client subnet topology and settings will vary. The client subnet will 

be located in Vancouver, and although the IP address we obtained is located in Ottawa, the servers are 

located in Los Angeles.  

 

Figure 113- Parent subnet topology. 

The server subnet will consist of a Cisco router and a server configured to the YouTube profile, as seen in 

Figure 14 and Figure 15. The server provides the HTTP YouTube streaming service to the client subnet.  
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Figure 124- Server subnet topology. 

 

 

Figure 135- YouTube server attribute configuration. 

 

The mobility attributes are also set to define the distance that each base station reaches, as seen in 

Figure 16. We have chosen the base stations to reach up to approximately 35km to be realistic. 

 

Figure 146- Mobility parameters of the base stations used. 
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6.2 Scenario One - Single Base Station with Two Fixed and One Mobile Node 

6.2.1 Topology 

In Scenario One, there is an Evolved Packet Core (EPC), that handles traffic throughout the network [3], 

a base station, one fixed node 35km from the base station at the edge of the cell, one fixed node located 

5m from the base station, and one mobile node 5m from the base station, as seen in Figure 17.The EPC 

and base station are connected to the IP backbone . The fixed node has a trajectory that moves the 

mobile node from the center of the cell to outside it. The reason for setting these nodes at various 

distances is to observe how the throughput and delay are affected as the distance varies from the base 

station, how the throughput and delay changes as the mobile node moves further away, and how the 

throughput and delay behave at the boundary of the base station range. We predict that the throughput 

would decrease, and the delay would increase the further the client is from the base station.  

 

 

Figure 157- Scenario One client subnet topology (left) and close up of center of topology (right). 
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As seen in Figure 18, the base station attributes are set to default except for the channel bandwidth. We 

have selected 10MHz Frequency Division Duplex (FDD) for this scenario [6]. However, 5MHz is also 

typical to use [7].  

 

Figure 168 - Base station attributes. 

As seen in Figure 19, the trajectory distance is set to an arbitrary value such that the mobile node can 

exit the cell. The traverse time is set to the simulation time. From these two values, the rest of the table 

is automatically calculated.  

 

Figure 179- Trajectory information of the mobile node. 

6.2.2 Simulation Result 

6.2.2.1 Throughput 

In Scenario One, where there was one base station, one fixed node 5m from the base station (blue), 

another fixed node 35km from the base station (red), and one mobile node (green), the simulation 

results were as predicted. The initial spike is believed to come from the initial handshake where many 

packets are sent to the node until the node sends and ACK to the base station, which is when 

throughput stabilizes. The node closest to the base station has a constant throughput while the 

throughput of mobile node eventually reaches zero as it leaves the physical range of the base station. 

The base station at the edge of the cell has zero throughputs because throughout the simulation it has 
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been too far. However, it is unclear where the drop in throughput for all nodes at approximately the 7-

minute mark originates from.  

 

Figure 20 - Throughput of LTE network with two fixed nodes (red and blue), and one mobile node (green), with 10MHz base 
station frequency. 

 

6.2.2.2 Delay 

In this scenario, we collected the delay of the LTE network at two fixed nodes and a mobile node. The 

fixed node1 has a flat graph of delay as we expected. However, the fixed node 2 is not shown in the 

graph. The reason is that we put fixed node2 outside the coverage of the base station. The mobile node 

has a trajectory that moves away from the base station. As a result, we see a rapid increase in delay at 

the beginning due to the increase in distance.  
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Figure 21- Delay results of fixed nodes (blue) and the mobile node (red). 

 

6.3 Scenario Two - Two Base Stations and One Mobile Node 

6.3.1 Topology 

In Scenario two, we inherit the basic topology from Scenario one. We added an additional base station 

which has the same coverage range. The only difference is that new base station eNodeB_1 has a 

different bandwidth of 5 MHz. We want to know how the bandwidth affects our simulation result. 

Moreover, we set the trajectory to stop at the boundary for 4 minutes to observe the traffic when the 

node is on the boundary.  

 

Figure 22- Scenario Two client subnet topology. 
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Figure 23- Scenario Two base stations attributes. 

 

 

6.3.2 Simulation Result 

6.3.2.1 Throughput 

In Scenario Two, we have a mobile node traversing from a 10MHz channel bandwidth base station to a 5 

MHz base station. Similar to Scenario One, the initial spike is believed to come from the initial 

handshake until throughput stabilizes. As the mobile node crosses the boundary from one base station 

to another, as expected, throughput drops. However, we did not expect the throughput of the 5MHz 

base station to be larger than that of the 10MHz base station. It is unclear where this result comes from.  
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Figure 24- LTE network throughput of a mobile node traversing the cells from a 10MHz frequency base station to a 5MHz 
frequency base station. 

6.3.2.2 Delay 

In this scenario, we only collect the delay at one mobile workstation. Mobile_node_1 moves away from 

basestation1 (10MHz) and eventually entered the coverage of basestation2 (5MHz). We observe that 

delay in basestation2 is slightly higher than the delay in basestation1.  

 

Figure 25- LTE network delay of a mobile node traversing the cells from a 10MHz frequency base station to a 5MHz frequency 
base station. 
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6.4 Scenario Three - Three Base Stations with Two Mobile Nodes 

6.4.1 Topology 

In Scenario three, we want a more realistic configuration. We add 3 base station and 2 mobile nodes 

while other settings remain the same from Scenario one and Scenario two. The middle base station has 

5 MHz bandwidth and the other two base stations have 10 MHz bandwidth. We want to collect the data 

when mobile keep moving in and out of the range of the base station. Then we can compare the result 

with another node which stays in the range of the base station.  

 

Figure 26- Scenario Three client subnet topology. 

We set two parallel trajectories for two nodes. They have the same speed but node1 will move in and 

out from the range of three base station. 

 

Figure 27- Scenario Three trajectory of the mobile node. 
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6.4.2 Simulation Result 

6.4.2.1 Throughput 

In Scenario Three, first, we have a single mobile node traversing from a 5MHz base station to a 10MHz 

base station and again to a 5 MHz base station, entering and leaving each cell range between each 

transition to the next base station. Similar to Scenario One, the initial spike is believed to come from the 

initial handshake until throughput stabilizes. As the mobile node crosses the boundary from the 5MHz 

base station to the 10MHz base station throughput increases, and when it travels through the next 

5MHz base station, throughput decreases, as expected.  

Next, we have the same conditions, except we have another mobile node traversing through the base 

station ranges without ever not being within the range of at least one cell. For this mobile node, instead 

of a complete drop to zero in throughput when transitioning from the base station to base station, we 

see a weaker non-zero throughput, as expected since the node is always within the base station range.  

 

 

Figure 28- LTE network throughput of a mobile node traversing the cells of three base stations with two 5Mhz frequency and 
one 10MHz frequency. 
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Figure 29 – LTE network throughput of two mobile nodes passing through three base station cells, where one mobile node 

traverses in and out of each cell (top) and one passes through each cell (bottom). 

 

6.4.2.2 Delay 

In this scenario, we observe the delays of the LTE network at two mobile workstations. In Figure 30, 

mobile_workstation1 has discontinuous delays during the simulation because it moves in and out 

through 3 different base stations. For mobile_wokrstation2, delays are continuous until the workstation 

are far away from the third base station.  

 

Figure 30- LTE network delay of a mobile node traversing the cells of three base stations with two 5Mhz frequency and one 
10MHz frequency. 
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Figure 31 – LTE network delay of two mobile nodes passing through three base station cells, where one mobile node 

traverses in and out of each cell (top) and one passes through each cell (bottom). 

 

7 Conclusion 
The entire project was a great learning experience as we got to know more about the LTE technology. It 

is something we use quite often in our daily lives without knowing anything about it. Our understanding 

from the course material and some self-learning helped a great deal to complete the project 

successfully. The main understanding was the change in throughput and the delay as the users go away 

from the base stations, even though in real life a user would not care where the base stations are and 

how the data is being transferred it was one of the things we wanted to investigate and get a better 

understanding. As mentioned in the results for the scenarios and various simulation the results obtained 

met our expectations. We also learned that it is a good practice to start off by creating a validation 

scenario and perform a simple simulation to get a better picture of how to use the tool properly.  
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