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Project Target

n End system multicast protocol design

n Prototype implementation

n System Simulation using NS-2
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n End System Multicast Protocol Design
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What is IP Multicast?

n Enables one copy of the same data send
to  multiple computers simultaneously

n Group address is used



Why use Multicast?

Significant bandwidth savings !

 

 
UBC

SFU (ROOT)

                  Routers with multicast support

VictoriaBCIT



Disadvantage?

n Need commercial routers supporting
multicast protocol

n Prevent multicast service fully applying
in internet application



What can we do?

n Try to explore an alternative architecture!
n Building a system on top of the unicast services

with multicast functionalities!
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End System Multicast Design
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Leaving and Join Sequence

Ack  join (begin data receiving)

Ack relay

Ack (with choosed father node)

Join Response(with candidates)

Send Join Request

Father node

Request remove relay (to client)

Rejoin complete

Force rejoin (like join process)

Leave Request

   Ack  leave

Ack remove of data relay

childre
n
nodes

 Father
node

client clientserver server

Add relay



Protocol State Machine

TimeOut/-

Snd-Lreq/~

Add-stream/~

Switch-fath
/switch-done

Stm-added
/S-Ack-Join

S-Ack-Join/-

Ack-Chose
/Add-stream

Choose-fath/~

Get-Lev/-

Snd-Lreq/-

Send-Jreq/~

   Closed

Initial-join stateWaiting ack

Get-Join/ Snd-choose

Join processed

Join complete
Switch-fath
Sent

Get-lev(sub)
/switch-fath

All-switch-done/
 Rm-Strm
/ack-ForceChosen

Temp left

Ack-RmStrm
/ conf-lev

Wait for confrim

Get-Lev/- Snd-Lreq/-

Conf-Lev/-

Fail-ack/~



End System Multicast
Implementation & Simulation

n Stand alone Implementation
  -To demonstrate the end system multicasting

function,  video streaming is used as the data source
to show that each relay and leaf nodes in the tree
structure receiving and play the same video image
at the same time

  -Java, C++



Application(EmulApp)

Agent Wrapper

(TcpApp)

Agent(TCP)

Send_Data

(EmulData)

Process_data

(EmulData)

Send(bytes) Recv(bytes)

Packet
s

Application Protocol Simulation
using TcpApp in NS-2



Class Hierarchy of End System
Multicast Application Protocol

TclObjec
t

EmulApp

Emul/Server Emul/Clien
t

(End System Multicast Application Protocol)



Hierarchy of classes related to
EmulApp data handing

n Hierarchy of classes relate to EmulApp
data handling

TclObject

 Process

   EmulApp

Application

Application/TcpAp
p



Joining process simulation in NS-2

      Tcl Object: Emul/Client    Tcl Object: Emul/Server

      $client send-Jreq $server                              $server get-join $self $server
 
      $client choose-father $candidates                 $server ack-join $self $father

             $father add-stream $child

                           $client complete-join $father
 

 



Leaving Process Simulation in NS-
2

     Tcl Object: Emul/Client     Tcl Object: Emul/Server

      $client send-Lreq $server                              $server get-leave $self $server

 

      $client switch-father $father                 $server ack-leave $self $father

     $father remove-stream $child

 

                             $client complete-leave $father

 



client1

client2

Client-n

server

Agent/Tcp

Agent/Tcp

Agent/Tcp

…….

Connect

Connect

Connect
Alloc/Conn

Alloc/Conn

Alloc/Conn

Agent/Tcp
Agent/Tcp
Agent/Tcp

Connection Allocation Process in
NS-2



Simulation Topology in NS-2

8 nodes 50 nodes



Delay time for different bandwidth
simulation in each link

0
.
5
3

0
.
4
5

0
.
3
4

0
.
2
9

0
.
2
4

D
a
t
a

0
.
0
9
6

0
.
0
6
5

0
.
1
2
0

0
.
0
9
4

0
.
0
8
7

S
w
i
t
c
h

0
.
1
0
3

0
.
0
8
2

0
.
1
1
2

0
.
1
0
7

0
.
0
6
5

L
e
a
v
e

0
.
3
1
7

0
.
1
9
3

0
.
1
8
1

0
.
2
1
4

0
.
1
9
5

J
o
i
n

T
o
p
(
5
0
)

T
o
p
(
3
0
)

T
o
p
(
2
0
)

T
o
p
(
1
0
)

T
o
p
(
5
)

T
y
p
e

Top(n): topology with n nodes. Time: seconds

Packet size: 500bytes, burst time: 1 sec., idle time: 0.5sec. Traffic rate: 2Mb/sec



n Sample Results of Time Delay and Flow Rate

Time Delay and Flow Rate

Join Leave Data Switch Father
5 0.198 0.065 0.248 0.087
10 0.214 0.107 0.298 0.094
20 0.181 0.112 0.345 0.12
30 0.192 0.082 0.456 0.065
40 0.311 0.103 0.564 0.096
60 0.386 0.154 0.622 0.103

Simulation Results
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Conclusion

n End system multicast is feasible, especially
for sparse, medium size groups

n This Simulation can be contributed to NS-2
as an application protocol

n Further work can extend to distributed
control system and dynamic topology
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 Thank you!


