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ABSTRACT

Widespread avail ability of IP multicast has substantialy increased the geographic

span and portability of collaborative multimedia gpplications. Examples of such

goplications include digtributed shared whiteboards, group editors, and distributed

games or Smulations. Such gpplications often involve many participants and typically

require a specific form of multicast communication in which a single sender must

reliably transmit data to multiple receivers. IP multicast provides scalable and efficient

routing and ddivery of IP packetsto multiple receivers. However, it does not provide
the reiability needed by these types of application.

Our goal isto exploit the highly efficient best-effort delivery mechanism of |P multicast
to smulate severd scaable and efficient transport protocols for rdiable multicast. In

this project, we implement and compare different flavors of multicast trangport

protocols, including Religble Multicast Protocol, Tree-based Multicast Trangport

Protocol, and Scdable Reliable Multicast, usng ns-2 smulator. We examinethe
performance for each chosen protocols in campus network model. We use carefully

chosen web and FTP background traffic to capture the characteristics of areal network
environment. In addition, we use multimedia traffic traces to eva uate each chosen

multicast trangport protocol. Based on the smulation, we show the advantages and

trade-offs for each of the multicast protocols.

1. INTRODUCTION

1.1 Multicasting Overview

There are three fundamentad types of communication between computers, unicast,

broadcast, and multicast. Unicast refersto a host computer talks directly to another
computer. Broadcast alows one computer on the network simultaneoudly to talk to all
devices contained in the same broadcasts domain. In amulticast scenario, a node

makes asingle cal on atrangport service that delivers a copy of that message to each
destination nodes of the multicast transmisson. The number of destination nodes can

be zero, al, or any number in between. We can think of unicast asaform of multicast in
which thereis exactly one destingtion node. Similarly, we can think of broadcest asa



form of multicasting in which messages are sent to dl reachable nodes. By
implementing multicasting, we can reduce the load on the network. Suppose wehave
an goplication that needs periodicaly tranamitting packets to large number of hogts
within the company. Periodic unicast transmission of these packets would require
many of the packetsto traverse the same links. Broadcast transmission is not asound
solution for this case since every end gation has to check the packet and it wastes
bandwidth. Multicast transmisson, on the other hand, would require only asingle
packet tranamisson by the source. Asaresult, considerably amount of traffic can be
reduced.

Multicast networks are networks that have been extended to support multipoint

message delivery services. The Internet protocol (1P) and asynchronous transfer mode
(ATM) standards are important classes of multicast networks nowadays. Currently,

network managers and planners are strongly interested in 1P multicast because it

resolves problems associated with delivering rich multimedia content across the

Internet and within their private intranets. One of the main uses of |P multicasting will
be for multimedia functions.

However, IP and ATM multicast networks provide best-effort multicast service for data
goplications. In other words, the network does not guarantee message ddlivery, dday,
duplication, ordering, or throughput. Therefore, we need end-system protocols

(multicast trangport protocals) to provide reliable services. Receiver feedback and

error control services are fundamental for many group-based applications. For instance,
file and data ditribution gpplications need complete delivery of messages from the

sources to each member in the group in order. In this case, the trangport protocol must

detect and recover packets dropped by the network as well as report to the source when
each recaiver has successfully obtained the messages. On the other hand, some

gpplications, such as multimedia applications, do not require any error control service.

Ingtead, multimedia gpplications require the trangport protocol to provide timely and

accurate network drop and delay feedback so that the source can determine an

gopropriate transmisson rate.

1.2 Project goal and structure

In this project, we study and evauate how different reliable multicast transport

protocols, including Scalable Religble Multicast (SRM) [5], Multicast File Transfer
Protocol (MFTP) [13], Tree-Based Multicast Trangport Protocol (TMTP) [15], and



On-Tree Efficient Recovery using Subcagting (OTERS) [16].

We st up a campus network environment suggested in [8, 9] and background traffic
implemented in [14] usng ns-2smulaor [11]. We focus our ns-2 Smulation on
implementing a number of multicast transport protocols, and we messure the delay,
throughput, packet lossrate, and protocol overhead in such campus network. Inthis

project, we try to Smulate aredigtic network and compare the performance, strength,
drawback, and tradeoff of each multicast protocol. We aso plan to measure the

scalability of each protocol by constructing a scenario that distributes video traffic trace
over awide-area network and study how the packets are dropped. However, dueto
resource limitations, we only study the performance in ardatively smal campus

network modd, and we set the multicast group size less than 100 members. The

simulation occasionally uses up our disk quota (200 MB) evenfor this campus network
modd.

Thereminder of this paper is structured asfollows. Section 2 covers the descriptions of
each chosen multicast trangport protocol and the overal smulation setups. It dso

shows the results of performance comparison. Section 3 gives our concluson and

discusses future work.

2. MAIN SECTIONS

In section, we briefly introduce the idea of reliable multicast protocol and each of the
chosen multicast transport protocols, including SRM, MFTP, TMTP, and OTERS.
Then, we provide description of our smulation modd, indluding carefully chosen
topology and background traffic modd. Findly, we provide smulation experimenta
results and implementetion detalls.

2.1 Reliable Multicast Protocols

Unlike unicast data ddlivery, multicast data ddlivery permits efficient use of the

available bandwidth by having a most one copy of each packet sent over each link.

Reliable multicast protocols provide a mechanism to ensure that every site receivesthat
data However, multicast also requires a more sophisticated method to provide reliable
data transmission in comparison to reliable unicast. Suppose a sender-based gpproach

(i.e. TCP) is applied to multicast distribution, a number of problems occur. First, each



of the received data packets triggers an acknowledgement from al the receivers, and

the sender will suffer the ACK implosion effect. Also, it isahuge burden for the sender
to keep track of the sates of dl members especialy when the group Size increases.

Floyd et al. [5] have provided a more detail explanation on the design requirements for
religble multicadt.

In our research, we found a number of proposed reliable multicast protocols, including
Scadable Reliable Multicast (SRM) [5], Rdliable Multicast Trangport Protocol |1

(RMTP2) [7], MESH [8], Multicast File Transfer Protocol (MFTP) [13], Treebased
Multicast Trangport Protocol (TMTP) [15], and On-Tree Efficient Recovery using
Subcagting (OTERS) [16].

Unfortunetely, not dl reliable multicast protocols we have investigated have source

code available for integrationsinto ns-2. Currently, there are three multicast transport
protocols implemented in ns-2, Real Time Protocol (RTP), Scalable Reliable Multicast
(SRM), and Multicast File Transfer Protocol (MFTP). Among thesethree protocols,
RTPisnot areliable multicast protocol becauseit only performs best effort delivery and
has no mechanism for error retransmission and recovery. Asaresult, we decided not to
include RTP in our simulation even though we did study how to use RTPin ns-2. SRM
are successfully ingtaled and a complete set of documentation and examplefilesare
avalablein ns-2. MFTP s contributed by Hanle [13] and has aready been ported to

ns-2in 1998. However, there is no document and example avallable for MFTP. The

author has kindly provided us a demo file after we email him for help, but we redize

that MFTP does not function due to version incompatibility problem. We finally solve
the problem after we download entire ns-2 to our locd directory, fix the bugs, and

recompile the program. We would like to provide the MFTP demo file and debug
experience to ns-2 in school if necessary. In addition, we adso try to implement

Tree-based Multicast Protocol (TMTP) and integrate On-Tree Efficient Recovery using
Subcagting (OTERS) source code contributed by [16].

In this section, we discuss each of the chosen reliable multicast protocolsin brief. More
details on these protocols can be found in our references.

2.1.1 Scalable Reliable Multicast (SRM)

SRM [5] provides religble many-to-many multicast packet delivery. Each member in
the multicast group could be a sender and arecaiver amultaneoudy. In this scheme,
eaech recaver isindividudly respongble for detecting loss, and the dosest neighbor



performs the retransmission in an ideal case. In general, lost packets are detected when
there are gaps in the sequence number space. Though SRM does not offer timing
guarantees, the design ams a quick packet |oss recovery.

Thisloss recovery mechanism works well unlessthe last object of a sequenceis

dropped. SRM solves this problem by having dl members periodicdly disseminate

low -rate session messages that contain the highest sequence number received from

every member so far. Session messages are dso needed for estimating one-way

distance between nodes, these hogt-to-host distances are needed when packet repair is
necessary. When areceiver detects aloss, it multicasts arequest message (a NACK

with group address) to entire group. Every member who receives a request message is
able to perform loss recovery by multicasting arepair messageto the group. Aswith

the original data, repair requests and retransmissions are always multicast to the whole
group. Therefore, it needs some method to avoid implosion of request and repair

messages. A host waits arandom time before sending a request or repair message, and
it tops sending the messageif it sees a message from another receiver with the same
information. Lucas [9] named this method unstructured gpproach because any

(neighbor) host that has acopy of the requested data can perform loss recovery.

This mechanism isrdliable as long as each deta item is available from at least one

member. 1dedly, alost packet triggers only asingle request from a host just

downgtream of the point of fallure and a Sngle repair from a hogt just upstream of the

point of failure. From our Smulation, however, we found that SRM cause subgtantial

network overhead. In addition to the periodical session messages generated by eech

group member, request and repair messages are aso multicoated to the whole group.

This means most participants receive unwanted request or repair messages whenever a
lossrecovery takes place. It is possible that more than one neighbar send out repair

messages Smultaneoudy, in which case more overhead is generated.

2.1.2 Multicast File Transfer Protocol (MFTP)

MFTP [13] isaprotocol for the relidble file digribution to alarge number of receivers
smultaneoudy over amulticast group. The protocol dividesthefileinto packetsand

builds equally sized blocks of packets. The block size is the total number of bits of one
maximum Szed |P-packet. For ingtance, if the maximum picket Szein the network is

1500 byte, a block contains roughly 12000 packets. Receivers report the receive status
of datamessages ablock at atime.



Initialy, the sender transmits (multicasts) all packets to every receiver in the first pass.
Receiverswrite dl datato afile and leave gppropriate space whenever they detect a

packet loss. Later, the sender makes another pass to retransmit data that was not

received during thefirst pass, and the receiversfill the gaps when the appropriate repair
packet arrives. Receivers report sender what packets need to be retranamitted by

unicast a NACK -bitmap. For each block with at least one missing packet, receivers

send back in unicast mode a NACK -hitmap, reflecting the status (received/missed) of

each data packet within the block. In our example, the receivers keep gather packets

until 12000 packets are received. Among the 12000 packets, if any of them is lost, the
receiver replies (unicast mode) a NA CK-bitmap indicating which packets arelog.

Recavers randomly delay the NACK packet to avoid the implosion problem. In the

end of apass (after first 12000 packets are tranamitted), the sender collects al NACK
packets, determines loss packets, and retransmits those in a second pass. At the end of
the second pass, again, receivers send back NACK bitmaps. This procedure continues

until al receivers have completely received thefile.

In this protocol, the sender is responsible for error/loss recovery for dl members.

Lucas [9] categorized this mechanisam into centraized gpproach. In this gpproach, a

central site has to keep track and process al the control messages of al the receiversin
the group. Eventudly, asthe group size grows, the increasing protocol overhead will

use up the centra Ste'sresources. MFTP has addressed this scaability problem

because error recovery is aggregated at the end of each pass. However, timdy

eror/loss recovery isimpossible for MFTP, and it can only be used in non red-time
goplications.

2.1.3 Tree-based Multicast Transport Protocol (TMTP)

TMTP [15] exploits the efficient delivery mechanism of 1P multicast for packet routing
and ddlivery. However, for the purpose of scdable flow and error contral, it

dynamicdly organizesthe participantsinto ahierarchica control tree. The following

are essentiad TMTP features

TMTP takes advantage of 1P multicast for efficient packet routing and delivery. It uses
an expanding ring search to dynamicaly organize the multicast group membersinto a
hierarchica contral tree as members join and leave agroup. Expanding ring search

means that when a node want to join the multicast control tree, expanding ring searchis
employed a potentia connection point for the node into the control tree. A new node

begins an expanding ring search by multicasting a SEARCH_FOR_PARENT request
message with asmall time-to-live value (TTL). The small TTL value restricts the scope



of search to nearby control nodes by limiting the propagation of the multicast message.
If the node does not receive a response within some fixed timeout period, the manager
resends the SEARCH_FOR_PARENT using alarger TTL value. This process repeats
until the manager receives aresponse from one or more nodes in the control tree.

TMTP achieves scalable rdiable multicast viathe hierarchica control tree used for

flow and error control. The control tree takes the flow and error control duties normally
placed at the sender and distributes them across severd nodes. This distribution of

control dso dlows error recovery to proceed independently and concurrently in

differert portions of the network.

Error recovery is primarily driven by receivers who use a combination of restricted

NACK with NACK suppression. In addition, the tree structure is exploited to restrict the
scope of retransmissions to the region where packet loss occurs, thereby insulaing the

rest of the network from additiond traffic. \When areceiver notices amissng packet,

the recaiver generates a negative acknowledgment that is multicast to the parent and
shlingsusing aredtricted (smdl) TTL vaue To avoid multiple receivers generdting a

NACK for the same packet, each receiver delays arandom amount of time before
trangmitting its NACK. If the receiver hearsaNACK for another sibling during the

delay period, it suppressesits own NACK.

Currently, ns-2 does not provide this protocol. We try to implement this protocol in this
project and we provide more implementation details below.

2.1.4 On-Tree Efficient Recovery using Subcasting (OTERS)

Another multicast trangport protocol is OTERS (OnTree Efficient Recovery usng
Subcagting)[14]. This tree-based reliable multicast protocol organizes recaversinto a
fusion tree that matches the multicast delivery tree of the source and uses this tree to
fuse NAKs and subcast retransmissions.

OTERS consists of the loss recovery protocol (LRP) and the fusion free formation
protocol (FTFP). Through FTFP, receivers can be organized into atree rooted at the
multicast source in which each subtree is a subtree of the multicast routing tree and for
each subtree there is adesignated receiver. FTFP builds an OTERS fusion tree by: 1)
incrementaly identifying subroots on the multicast routing tree using multicast route
backtracing, and 2) selecting adesignated receiver (DR). LRP efficiently repairs
corrdaed losses using the fusion tree and subcadt retranamission.



A key technique of OTERS isthe use of the multicast route backtracing facility to
dynamically trace the multicast delivery tree in order to identify subroots for building a
fusion tree and models the multicast delivery tree and adapts to network and

membership changes. Another key technique is the exchange of subcast FTFP packets
among group members to distributively select a well positioned designated receiver for
each subtree that handle NAK fusion and data retransmission for receiversin the

subtree. A find key technique of OTERS is using the subcasting facility to retranamit
packets for the DR to its subtree to fast and efficiently repair packet losses in the entire
Subtree.

Some other multicast protocols aso use some form of hierarchica structure among

group members. But it constructs subgroups on the closeness between group members.
However, TTL or RTT —wise closeness does not necessarily reflect their reletive

position on the multicast routing tree.

In TMTP, requests are multicast with DA. Requests and repairs re-multicast to the host
group, with the TTL equd to the subgroup’s radius, to redtrict the delivery scope. This

incurs both DA dday and suffers from the coarse granularity of TTL-soopingin the

current Internet. Besides, OTERS improves on SRM because it avoids duplicate
avoidance (DA) delay whichisamajor part of the recovery latency in SRM. And it also
will achieve higher overhead because repair packets are sent by subcasting not sent to

the whole multicast group.

2.2 Simulation Scenario

In this project, we try to capture the characteristics of real networks into our smulation
model. This simulation model contains two major components, the network model and
the background traffic model The network mode congsts of the topology, the

transmission infragiructure, routers, end-systems (servers and clients), and underlying
protocols that define how messages are ddivered from source to destinations

end-systems. The traffic mode creates background load within the network, which
occasondly causes trangmisson delays, queuing delays, and packet dropsin the

network. We use ns-2 smulator to establish the network moddl, and then we

implement the reliable multicast protocols mentioned above to the end-systems. We

provide more detail informetion of the chosen modd in the following.



2.2.1 Networ k model

In order to make our Smulations redidtic, we choose afairly complex network mode

based on some real network, suggested in [8, 9]. Figure 1 shows the network topology.
It iscdosdy based on the SURANet backbone, a contemporary WAN interconnecting
research inditutions in the Southeastern US. We use this mode! to represent a

large-scale Intranet or ISP network using low-speed T1 infrastructure. Each nodein the
topology represents a campus locd area network. We smplify the LAN by attaching

five end-systems to each local network, including one web server and four clients. The
simplified campus network is shown in Figure 2. The number of end-systems attached
to each campus network can be adjusted in our script (tdl) file.

@  Source Campus Network

@ CampusNetwork
e 3\ bit/sLink

1.5Mbit/s Link
M ulticast sender

Figure 1: network model infrastructure and topology.

Inasmplified loca campus network, each end-system connects to the router by a

10Mbps link. The number of end-systems and servers can be determined in our ns-2

source code. The propagation delay is 5 milliseconds. The router employsaFirgt In

First Out (FIFO) buffer with a DropTail queue management policy. We use the default
ns-2 queue Sze, which is cgpable of holding 50 packets. The multicad sender is

located in a campus network marked in Figure 1. The multicast group members could

be located in any end-system in any campus network.



To(T1) backbonenetwork
1

Figure 2. Simplified local campus networ k

2.2.2 Background traffic model

We define background traffic for dl end-sysemsinthe modd. Inorder to smulatea
redigtic network environment, we have to create representative traffic flow among

these end-systems. Study [14] has shown that most network traffic (including Ethernet,
wide-are, and World Wide Web) exhibits self-smilar behavor, and that TCP and UDP

are the most dominant protocols in the Internet. These research results help us to build
up the traffic modd. Markovski [14] has given awdll-defined background traffic

modd in histhess He dso provides hdp and suggestions for our background traffic

and other ns-2 rdaed quedtions.

We implement three mgjor types of background traffic in our modd, Web traffic, FTP
traffic, and Video traffic. The web traffic is generated according to the SURGE model.
We as0 st the parameters for the user web sessions based on [14], and they are
summarized in Table 1.

Web page parameter M ean value
Inactive OFF time 10 sc
(Inter-pagetime)
Number of page components 3
(Number of objects per page)
Active OFF time 05 s
(Inter-object time)
Page component size 12KB
(Object size)

Table 1; Parametersfor Web sessions.

Interactive OFF time (think time) is the time between two consecutive web pages



requested by the user. Number of page componentsrefersto the number of objects,
including images and associated deata, thet are downloaded with the initialy requested
we page. Active OFF time isthe time between the transfer of two objects. Page
component size means the size of the downloaded web object. All the parameters refer
to the Pareto distribution of the second kind. The Web rdlated parameters set the
generdion of the web traffic in our smulation. Currently, ns-2 providesHTTP 1.0
(Hypertext Transfer Protocol). There are two types of source agentsin Web treffic,
www client and www server. At configuration time, aclient connectsto aserver. A
client makes a short request to the server, which then generates a random number of
connection responses, each with random length. Once the server finishes sending data
to the dient, the client waits for arandom time before makes another request from
sarver. One-way TCP are used for connection.

Markovski [14] choose the FTP parameters based on the setigtical analysis of

wide-area traffic and some Internet backbone measurements FTP enablesfile

distribution between two end-systems. In our smulation, we creste separate TCP
connections for control and data information. Generation of ftp sessionsis based on an
exponentia distribution. The mean value of the ftp sessionsis equal to the total number
of sessons assgned in the smulation divided by the smulation time. Some UDP
connections are dso established in our background traffic mode in order to Smulate

Video traffic. A video session, initiated between two random end-systems, has random
garting points, and it lagts for arandom amount of time. The minimum duration of a

video session is 60 seconds (for short video dips) and the maximum duration is

restricted by the Smulation time. Since more information regardingto FTP and Video

traffic is presented nicdy in [14], we will not go into how FTP and video traffic

parameters are determined in detall.

In our simulation, various numbers of web, FTP, and video sessions are assigned in the
td files to reflect different background traffic load in our scenario. We set the TCP

packet size to 1500 bytes because it is the default MTU (Message Transmission Unit)

Sze and it aso corresponds with the Size of the Ethernet frame. An example tracefile
provided by ns-2 isused to determine the packet size of video traffic. We use constant
bit rate (CBR) traffic with 512 bytes packet Size and Smsinterva for our multicast

traffic. 2000 packets (about IMB file) are sent during the smulation, and we set the
smulaion to be 200 seconds. We provide the topology and multicast traffic summary
inTeble2



-102 nodes and 107 links
Topology - 17 routers

- 5 end-systems for each router
-10 membersin multicast group (1
sender and 9 receivers)
Multicast traffic -512 byte packet Sze

-2000 packets (~ IMB)
-Smulaion time: 200 sec

Table 2: Topology and multicast traffic details

2.3 Experimental Results

We evaluate the performance of SRM and MFTP based on the number of packet losses,
protocol overheed, and transmission time d fixed Sze data. (throughpuit).

2.3.1 Packet L oss

Packet Loss
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Figure 3: Number of packet losses

The number of packet lossesis smilar for both protocols when the background traffic

load ismoderate. However, as the network load increases, SRM causes more packet
lossthan MFTP. Thisis due to the higher protocol overhead in SRM. When the

network background load is high, SRM tends to generate a substantial number of repair
packets that flood the network (Figure 4). These repair messages further occupy the
available bandwidth, which cause more packets to be dropped. The maximum number
web sessons are st to 1000 in our Smulation, because it has dready caused a 10%

packet lossrate for SRM. We bdieve that SRM will cause even more packet losses
compared to MFTP if we further increase the background traffic load.



2.3.2 Protocol over head

Average Dupicate Repair Packets
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Figure 4: Average Duplicate Repair Packets for each Receiver

SRM generates a considerable amount of protocol overhead wien the background

treffic load is heavy. In SRM, there are three types of messages, sesson, request, and

repair messages. Each member periodically multicast session messagesto all members,
and every member tends to receive duplicate request and repair messages. Repair

message has the largest packet size among these three types of messages (it is the
retransmisson packet) and therefore dominate the protocol overhead. InFigure 4, we

show that the each member receives much more unless messages when SRM is
implemented. This result is consistent with our observationsin Figure 3. More packet
lossimmediately triggers more repair messages, which may further cause more packet

drop in the buffer. When the background traffic load is heavy (i.e. 1000 sessons),

every member picks up, in average, about 450 unwanted repair messages in addition to
the 2000 data packets.

MFTP, on the other hand, only creates moderate protocol overhead. This outcomeis
reasonable because MFTP sender collect and aggregate the NAKs from the receivers

and perform retransmisson in theend. In this matter, most receiver obtain “useful”
retransmission packetsif the packet lossesis roughly evenly distributed over the

receivers. However, in the worst case, MFTP could aso generate a great number of
duplicate retransmission messages. Consider the case that 100 packets are logt in only

one receivers, while dl other multicast members obtain compete data. In the end of
transmission, the sender has to multicast the 100 lost packets over the entire group. All
memberswill receive the 100 retransmission packets, but only one receiver needs those
packets. Though, thisis a extreme case, and we never seethisin our Smulation.



2.3.3 Transmission Time

Data Transfer Time
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Figure 5: Data Transmission Time

Although SRM brings substantial amount of protocol overhead in a congested network
environment, it provides timely loss recovery. Figure 5 shows the time required to

transmit 1 MB data. Asthe background traffic load grows, SRM only needsasmadll

amount of additional transmission time while MFTP requires more extratime to

complete the transmission. In our simulation scenario, the transmission time for MFTP
boost more than 10% (SRM increased 2%-3%) when the background traffic sesson is

st to 1000. This phenomenon is due to the diverse loss recovery design behind two
protocols. Aswe mentioned above, SRM provide dmost immediate |oss recovery,

therefore, it is not surprising thet it has better throughput. MFTP performs

retransmission after the sender finishing sending a large number of packets. Therefore,
MFTP certainly request more extrato complete the tranamission, unless there were no
packet loss. Moreover, it isadso possble for retransmission packets to be dropped in

which case further transmisson time is necessary.

We dso found that SRM has repair delay no more than 0.5 second in our smulation,
even when the background traffic load is heavy. MFTP, in contragt, could suffer from
10 second repair delay.  This advantage makes SRM a good candidate for red-time
goplications in which it is feasible to buffer incoming data for severa seconds. For
ingtance, radio over the Internet is a possible gpplication for SRM. In this case, by
buffering incoming packets, the receivers can have enough time to recover from lost
packets before the packet’ s contents are used to play the sound.



2.4 Tree-based Multicast Transport Protocol (TMTP) implementation

Because ns-2 does not provide any tree-based or sub-group multicast protocol, we
strive to implement this protocol. We provide implementation details in the following.

2.4.1 Data Structures of the TM TP agent

Theimplementation of TM TP involvestwo data structures: theinter data structure in
TMTP agent and the intra data structure in entire ns system.

Inter data structure:

There are three types of messagesin TMTP: Sessinfo class, DMInfo classand Datalnfo
class.

Sessinfo class store and process the attribute values of sessions that are essentially used
to manage the contral tree.
typeisabasic vauein Sessnfo that is used to distinguish which type the
sessionis: SEARCH_FOR_DM, ANNOUNCE_DM, JOIN_DM,
ACCEPT_JOIN, ANNOUNCE_SOURCE or REFUSE_JOIN.
ring contains the time vaue from expand ring sear ch, which controls the
scope of the session traffic multicast.
level vdue canbe —1, 0 or 1, which represents the leved of the sender in the
treer it isnot anode in the tree, alesf node or an internd node.
ttl containsthe vdue of time-to-live.
delay store the delay time.

DMInfo cass store and process a sat of vaues of adomain manager (DM), typicaly it
isgored in anode.
DM isthe address of the DM.
ring saves thettl value after sesson stage.
delaytome is the attribute, which contains the distance to its parent DM in the
tree.

Datal nfo dassincludes the information of deta trangport.

Based on the above message classes, we build the TMTPAgent class. It basicaly
includes the following component:



SessInfo object, DMInfo object (here we need to instance two oljects for a
node because every node may act astwo rolesin thetree: child and parent.)
and Datal nfo object.
Control messages.
Functions perform the tree-based multicast tasks. It includes:

void recv_data(int msgid, double delay);

/I to receive the daa

void recv_sesy(Sessinfo *dr, nsaddr_t sender, int ring, double delay);

Il to receive a sesson packet

void recv_repr(int msgid, double dday);

// to receive arepair packet

void recv_rggt(int requestor, int msgid, double dday);

/I to receive arequest packet

void send_sesy(int type, int ttl, nsaddr_t receiver);

// to send a session packet

void send_rgdi(int msgid, int uni);

/1 to send request packet

void send_repr(nsaddr_t requestor, int msgid, int uni);

/I to send arepair packet.

void becomel mDR(int ring, double dday) ;

/I to have children

void updateMyDR(DRInfo *dr, double delay);

/ to update parent DM

void badDR(int msgid);

/I to handle the bad DR

Intra data structure

ns-2 smulator supportsa class hierarchy in C++(cdled the compiled hierarchy), and a
similar class hierarchy within the Otcl interpreter(called the interpreted hierarchy). The
two hierarchies are related closdly related to each other.

In C++ compiled hierarchy, we inherited a TM TPAgent class from a based
classAgentinns.

static class TMIPAgentCl ass : public Tcl O ass {
public:
TMIPAgent Cl ass() : Tcl Cl ass("Agent/ TMIP") {}



Tcl Obj ect* create(int, const char*const*) {
return (new TMIPAgent ());
}

} class_tntp_agent;

Also we inherited a TM TP packet header class from abased class.

Packet Header d ass
static class TMIPHeader Cl ass : public Packet Header C ass {
public: TMrPHeader Cl ass() :
PacketHeaderClasy("PacketHeader/ TMTP',si zeof (hdr _tmt p)) {}
} class_tntp_hdr;

Thereisahierarchy of Tcl classes corresponding to the compiled classes. The

root of the hierarchy is the class TclObject. We build a TMTPAgent interpreted
cassin tmtp.d file

The following example illustrates the Agent/ TM TP class congtructor:

Agent/ TMIP instproc init {} {
$sel f next
$sel f instvar ns_ nid_ node_ unwanted_

set ns_ [Sinmulator instance]

The class Agent/ TM TP is a subclass of Agent, is asubclass of TclObject.

ns needs to establish bi-directiond bindings such that both the interpreted
member variable and the compiled member variable access the same data, and
changing the vaue of ether variable changes the vaue of the corresponding
paired varigble to the same vaue.
The following example shows the bindingsin TMTPAgent congtructor:
TMIPAgent : : TMIPAgent ()
{
bi nd("of f _tntp_", &off_tntp_);
bi nd("of f _crm_", &off_cm_);
bi nd(" packet Si ze_", &packet Size_);
bi nd("src_", &src_);



Note that all the binding functions above take two arguments, the name of an
Otd variable, and the address of the corresponding compiled member
varidblethat islinked.

2.4.2 Algorithm of the TM TP agent

Overview

Pecket transmission in TM TP proceeds as follows: when a sender wishesto send data,
TMTP uses | P multicast to transmit packets to the entire group. The control tree ensures
reliable ddlivery to each member. Each node of the contral treeis only responsible for
handling the errors that arise in itsimmediate children. When achild detectsamissng

packet, the child multicasts aNACK in combination with nack suppression. On receipt
of the NACK, its parent in the control tree multicasts the missing packets. To limit the

scope of the multicast NACK and the ensuing multicast retransmission, TMTP uses the
Time-to-Live(TTL) field to restrict the transmission radius of the message. As aresult,
error recover is completely locdized.

Control tree management

Over the lifetime of the multicast group, the control tree grows and shrinks dynamically
in response to additions and ddetions to and from the multicast group membership.

There are only two operations associated with control tree management: JoinTree and
LeaveTree. The JoinTree operation employs an expanding ring search to locate
potentia connection points into the control tree. Figure 3 outlines the procession of
JoinTree.
Whi | e ( Not Done) {
Mul ti cast a SEARCH PARENT nsg
Col | ect respondses
If (no responses)
I ncrenment TTL /1 try again
El se
sel ect closet respondent as parent
send JO N-REQ to parent
wait for JO N-CONFI RM reply
if (JO N CONFI RM received)
Not Done = Fal se



Else //try again

}
Figure4: JoinTreeprocedure

For LeaveTree operation, the operation for leaf DM in the tree is sraightforward.

However, the dgorithm for internd DM is complicated by the fact that internd DMs
areacruad link in the contral tree, continuoudy providing rdiable service to ther

children. The dgorithm for LeaveTree is shown in figure 5.

Weimplemented the LeaveTree operation in thisway: firdly, adeparting DM hasto

fulfill dl obligetions to its children, it then indructs its children to find anew parent.

The children then begin the process of joining the tree al over again. After the children
finish their JoinTr ee operation successfully, the DM can leave from the control tree.

If (I ama |eaf nanager)
send LEAVE-TREE to parent
recei ve LEAVE- CONFI RM
term nate
El se /1 1 aman internal nmanager
Ful I fill all pending obligations
send FI ND NEW PARENT to children
recei ve FI ND- NEW PARENT from all children
send LEAVE- TREE to parent

Figure 5: LeaveTreeprocedure

Error recovery

TMTP bascdly employs error recovery from both sender and receiver initiated

approaches. A DM relies on both periodic positive ACKs and Negative ACKs (NACK)
from its children. In our implementation, we only depended on the NACK message for
error recovery. Here, we uses restricted NACKswith nack suppression to respond
quickly to the packet losses.

Implementation difficulties

It may result in each receiverisaDM. Any multicast receiver in TM TP protocol actsas
either a Domain manager in the control tree or a Group member in aloca domain.
However this protocol did not provide any schema to identify multicast participants



between these two roles. Because of the heterogeneity of real work network such as our
smulation topology, this protocol would probably be confused how to organize the
receivers.

TMTP cannot handle DM failure. To solve this problem, we provided a new function
BadDM() that alows the failed DM’ s children to update their parent.

In TMTP protocol, a TMTP traffic source (sender) requires both periodic positive
acknowledgements from a receiver and NACK when the receiver notices an error.
However, the TMTP protocol did not provide ameasure about how to select between
ACK and NACK.

In our implementation, we only use NACK with nack suppression to invoke the error
recovery procedure.

Currently, we have successfully built our TM TP agent into the c++ compiled hierarchy
of ns. Unfortunately, we are unable to attach any traffic to the agent. We believe that

this problem may result from ns-2's very complex configuration. During our
implementation, we also try to integrate anther tree-based protocol, OTERS, introduced
by Li [16]. Theauthor has aready implement this protocol in ns-2, and source code can
be downloaded from [11]. However, we aso cannot integrate his source code into our
sysem. We bdieve this problem aso due to complicated configuration and

incompatibility among different ns-2 versons. We would like to mention again that

Vdibor not only provided us help in our background traffic modd, he dso gave us

suggestions when we build up ns-2 sysem in our locd directory.

3. Discussion and Conclusions

In this project, we have study numerous religble transport protocols. We have

implemented a realistic network simulation environment, including the network model
and background traffic modd, for multicast communication using the network

smulator ns-2, and we measure the performance and tradeoffs for different reliable

multicast protocols. We bdieve that it isameaningful task becauseit is essentid to

provide gppropriate methods for evauating emerging multicast protocols. Network
simulation isthe most promising and cost-efficient approach for assessing protocolsif a
redistic network mode thet reflects red network behavior is used.



We use this network model to evaluate SRM and MFTP. These protocols are available
in ns-2, but we have to fix some bugsin MFTP before we can successfully runit. We

show that MFTP causes less packet loss and protocol overhead than SRM. However,

SRM isableto providetimelossrecovery and, asaresult, reduces the datatransmission
time. We dso tried to compare more protocols by implementing them in ns-2.

Unfortunately, we were unsuccessful to do so because adding anew modulein ns-2

system istoo complicated. However, we was close to achieving the god because we

had the C++ code was compiled successfully and the ns-2 system was able to recognize
the new Agent we added in. It would be very interegting if we could Smulate

ub-group and tree based multicast protocols.

Alternative approaches for this project would be investigating the packet loss pattern in
each multicast receiver, studying the protocol performance in different topology, or

examining how the protocols perform when link failure takes place (network dynamics).
We bdieve these are d 50 attractive topics for network researchers.

We did not investigate scaability issues dueto limited resource. We might be ableto

find more characteristics for each protocol if we scale to a much larger multicast group.
For example, NACK implosion might be a potentid problem for MFTP when the

multicast group Szeishuge. SRM might perform better in alarge sparse group since

the nearest neighbor would probably be the only one (and is the best candidate) to

perform loss recovery. In addition, we redly like to implement and evauate more

religble multicast protocols. There is some contributed source code for sub-group and
tree-based multicast protocols for previous verson ns-2. We hope these protocol s will

soon be integrated to ns-2 in the near future.
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