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Abstract

Currently, the best-known media gateway control protocols are Media Gateway Control Protocol (MGCP)
and Megaco/H.248. MGCP was published as informational RFC 2705 and has been widely deployed. As
an evolution of MGCP, Megaco/H.248 is expected to win wide industry acceptance asthe official standard.
The Internet Engineering Task Force (IETF) and International Telecommunication Union (ITU) have
agreed to cooperate on asingle unified protocol which is Megaco/H.248.

In our project, we have implemented an environment using OPNET to simulate Megaco/H.248. The
simulation scenario has one Media Gateway Control (MGC) and two Media Gateways (M Gs) connected to
alocal hub by point-to-point duplex link. We have implemented five Megaco/H.248 commands in order to
simulate three basic call flows to demonstrate how Megaco/H.248 works. The data traffic between two
MGs is smulated using Real-time Transport Protocol (RTP). The basic call flows are Successful MG
Registration Procedure, Successful Call Setup Procedure and Successful Call Release Procedure. The
details of these call flows are given in thisreport.

In the project, we practice software management skills and follow the SEI CMM Level 2 requirements to
make the deliverables of our project repeatable. The main phases in the software cycle of our project are

Concept Exploration, Requirement Analysis, Design and | mplementation, Testing and finally, Integration.

We include the details of each phase and the simulation results of three basic call flows in this report.
Finally, we give a problem summary and some possibl e future enhancements of our project.
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Chapter 1  Introduction

1.1 Overview

Megaco/H.248 Protocol is amedia gateway control protocol. Megaco stands for M ediaG ateway Control
protocal. It isthe name from IETF and ITU-T callsit H.248.

Media gateway control protocols were established for the need of 1P networksto interwork with traditional
telephony systems and provide support for large-scale phone-to-phone deployments. Therefore,
Megaco/H.248 isasolution for the traditional telephone network to transmit voice traffic over | P network.

-@-

Figure 1.1 Telephones and IP Network.

While some other multimedia over | P protocols like Session Initiation Protocol (SIP) and H.323 are based
on a peer-to-peer architecture, media gateway control protocols specify a master/slave architecture for
decomposed gateways, in which MGC is the master server, and one or more MGs are the slave clients that
behave like simple switches. One MGC can serve many MGs. Figure 1.2 [8] shows the operations in detail
of Media Gateways and the mapping between | P and traditional Telephony networks.

Media Gateway
Controller +5ignaling Gateway

RadiSys Building Blocks

Pots Phone
Cellular Phone
LaM PC

Fax Machine ( .
Video Camera RadiSys Building BI

-
] H,gend Points /‘54
//

,.g:'h

4F

Media Gatewa

RadiSys Building Blocks IP Metwark  RodiSys Building Blocks

Figure 1.2 Media Gateway, solution for next generation telephony network [ 8].
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Megaco/H.248 is not only attractive to important international standard organizations, but also to many
industry giantslike Cisco, Lucent, Nortel, Microsoft and Motorola. Cisco hasimplemented some products
of previous versionsto meet the needs of the market. Others are doing some research and devel opment on
it. Hopefully, Megaco/H.248 will be more and more important in both technology and market. Before we
go into the details of our project, we give some background information on Media Gateways and their
elements.

1.2 Background

1.2.1 Megaco/H.248

Megaco is the emerging standard that defines the interface between MG and MGC identified in the
distributed Gateway Architecture proposed by ETSI (the European Telecommunications Standards
Institute) project TIPHON (Telecommunications and Internet Protocol Harmonization Over Networks).
The Megaco standard is the byproduct of the IETF and ITU ‘joining hands in effort to merge parallel
development efforts.

1.2.2 Media Gateway Controller (MGC)

MGCs or “softswitches’ are the foundation for next-generation networks offering the intelligence and
reliability of the circuit-switched network with the speed and economy of the packet-switched network. As
such, they must economically support both existing voice services like CLASS 4/5 features and evolving
applications such as integrated access, VPN, Internet call waiting, click to dial, unified messaging, and

enhanced roaming.

1.2.3 Media Gateway (MG)

MG implements the media mapping and transformation function identified in the decomposed Gateway
architecture proposed by ETSI TIPHON and later adopted by IETF. It isthe gateway between two different

networks, e.g. |Pand PSTN network and allows them to communicate.

1.2.4 Real-time Transport Protocol (RTP)

RTPisaRead -time Transport Protocol that provides end-to-end transport functions suitable for applications
transmitting real -time data such asinteractive audio, video or simulation data. It does not address resource
reservation and does not guarantee quality-of-service for real-time services. The service is further

augmented by Real -time Control Protocol (RTCP) to al low monitoring the delivery of data. It isaprotocol
framework that is not deliberately complete and therefore, a complete specification of RTP for a particular

application will require one or more companion documents.
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1.3 Project Goal

In this project, our main goal is to implement and simulate Megaco/H.248 ] protocol in OPNET

simulation environment and we explore the followings[9]:
1. Gainexperience on the network research using OPNET.
2. Understand the curent new technologiesin High-performance Networking.
3. Gain experience in developing software project as well as software project management

We aso implement the RTP protocol in order to send and receive data traffic between two MGs. Weuse a
simple local area network scenario with two MGs and one MGC for the simulation. The system

architecture of our project isasfollows:

< M egaco > < M egaco >
MG MGC (H.248) MG

(H.248)

RTP Audio Stream

Figure 1.3 System Architecture.

In chapter 2, we give out the functional requirements of our project in detail. Based on the requirements, we
describe the architecture of MG and MGC in chapter 3. Next, we show the basic call flow scenariosthat we
used for the simulation. In chapter 5, the implementation of our projectin OPNET isexplained. We present
simulation results and analysisin chapter 6. Next, we discuss some problems that we have faced during and
after the implementation and some possible solutions. Finally, we give a conclusion and possible future

work directions.
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Chapter 2  General Project Requirements
2.1 Overview
Here we highlight the basic requirements of our project. It isagood software engineering practice to make

clear the requirements before implementation. In this report, we highlight only the main requirements. The
compl ete specifications of the requirementsarein [10], [11].

2.2 General Simulation Requirement

= OPNET Modeler 8.0.C (Build 1252) will be used.
=  OPNET will berun on the host of payette.ensc.sfu.ca.

2.3 General Network Requirement

= BusLAN (802.3) will be used.

2.4 General Transport Requirement

= ALF (Application Layer Framing) over UDP will be used between MG and MGC.
» RTP(Red-time Transport Protocol) over UDP will be used between MG and MG.

2.5 General Message Requirement

=  ABNF text encoding of Megaco protocol will be used.
=  Each message has.

A Protocol name

A Version number

An IP address of sender

An UDP port number of sender

AN NN

One transaction.

2.6 General Transaction Requirement

= Eachtransaction has:

v" A TransactionID

v" One context.
= Each transaction will be presented by a pair of TransactionRequest and TransactionReply:

v" TransactionRequest is invoked by the sender

v" TransactionReply isinvoked by the receiver

v" Onepair of TransactionRequest and TransactionReply have the same TransactionlD.
=  TransactionlD Requirement:

Megaco/H.248 Protocol Implementation in OPNET 7



v" TransactionlD is assigned by sender
v" TransactionI D is unique within the scope of sender
v' Thevalue of TransactionID isone from 1 to 99999, inclusively.

2.7 General Context Requirement

= Each context has:
v" A ContextID
v" Oneor two commands.
=  ContextlD Requirement:
v" ContextlD isassigned by MG
v" Contextl D is unique within the scope of MG
v' Thevaueof ContextID is1, ™" or "$".

2.8 General Command Requirement

= A command iseither arequest or areply.

= Thefollowing commands will be used:
v" ServiceChange

Modify

Notify

Add

Subtract.

NN

2.9 General MGC Requirement

=  Therewill beonly one MGC.
= The interface between MGC and MG is defined in System Interface Control Document (SICD)
(12].

2.10 General MG Requirement

= Therewill betwo MGs controlled by one MGC.
= Each MG hasthe following information of its MGC:
v' An|P address
v" Andefault UDP port number.
= Thefollowing signalswill be used:
v' “cg/dt" for dial tone
v' “cg/rt" for ringing tone.
= Thefollowing events will be used:
v' "key/kd" for key down

Megaco/H.248 Protocol Implementation in OPNET 8



v' "keylku" for key up.
= Thefollowing TerminationlDswill be used:
v' "ui" for user interface termination
v "at/hf" for handsfree of audio transducer termination
v' "tr" for RTP audio traffic.

2.11 General RTP Requirement

=  Two Kinds of RTP Packet will be used:
v"  RTP Packet
v" RTCP Packet.
=  RTP Packet has:
v" A Fixed Length Header
v RTP Payload.
=  RTCP Packet has:
v" A Fixed Length Header
v' RTCP Packet Type.

In next section, we discuss the architecture of MGC and MG in detail.
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Chapter 3 Architecture

3.1 Overview

MGC and MG are the two main components of our project. The architecture of these two componentsis
based on Software Functional Specification (SWFS) of MGC, MG and RTP[13], [14], [15].

3.2 MGC Architecture

MGC has three main sub-components. (1) Message Analyzer (MA), (2) Message Sender (MS) and (3)

Message Receiver (MR). The main control intelligence of MGC islocated in message analyzer. Basically,
itimplementsall the five commands that we have discussed in the earlier chapter. Upon receiving message
from MG, first it extracts the message and interprets the commands and then, based on the received

_—
Media Gateway Controller (MGC)

Message Analyzer

Message Sender Message Receiver

Media Gateway (MG)

Figure 3.1 The architecture of MGC.

commands it takes actions accordingly. The communications between the sub-components are local
function calls. The following are the responsibilities of each sub component.
Message Receiver is responsible for:

» Receiving messages from MG

= Extracting required information from received messages

= Sending messagesto MA.
Message Analyzer isresponsible for:

= Receiving messages from MR

=  Analyzing messages after receiving messages

= Sending messagesto MSif needed.
Message Sender is responsible for:

= Receiving messages from MA
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= Packaging required messages
=  Sending messagesto MG.

3.3 MG Architecture

MG has four main sub-components: MG Processor, RTP, Audio Transducer and User Interface. The
responsibilities of MG Processor are as follows:

» Receiving messages from MGC or other MG

=  Analyzing messages after receiving fromMGC or MG

=  Sending messagesto MGC or MG

= Triggering audio transducer to start generating voice traffic

= Receiving statistical information from RTP

= Processing events, signals.

Media Gateway Controller (MGC)

Audio Transducer

Media Gateway
(MG)

Media
Gateway MG Processor

(MG)

User Interface

Figure 3.2 The architecture of MG.
Audio Transducer is responsible for generating the data traffic and RTP encodes the data traffic according

to the encoding schemes specified in [2] and sendsthe RTP payloads to other MG. User interface provides

the means for communication between user and the system.
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Chapter 4  Call Flow Scenarios

4.1 Overview

In this project, we implement and simulate three call flow scenarios in Megaco |P Network. The scenarios
are Successful MG Registration Procedure, Successful Call Setup Procedure and Successful Call Release
Procedure. The following sections describe each call flow and the related parts in software specifications
are attached as Appendix A, B, and C. Figure 4.1, Figure 4.2 and Figure 4.3 show the three call flows. In

these figures, we describethe commands, main parameters and their values in the message.

4.2 Successful MG Registration Procedure
=  MGC startsup before MG.
= After MG starts up, it sends a ServiceChange command to its MGC.
=  The ServiceChange command has a ServiceChangeMethod of Restart.
= Upon receipt of ServiceChange from MG successfully:.
0 MGC sends a positive response
0 Theresponse has ho ServiceChangeMethod
0 MGC sends MG aModify command to ask MG to wait for Key Down event.
= Upon receipt of Modify from M GC successfully, MG sends a positive response.

MG MGC
>
(1) ServiceChange
(Method = Restart)
2) ServiceChange
(positive response to 1)
>
(3) Modify
(Event = Key/kd)
<
(4) Modify

(positive response to 3)

Figure 4.1 Cadl flow of Successful MG Registration Procedure.

4.3 Successful Call Setup Procedure
»  When MG1 detects Key Down event, it sends aNotify command to its MGC.
=  The Notify command has an ObservedEventsDescriptor.
= Upon receipt of Notify from M G1 successfully:
0 MGC sendsapositive response
0 MGC sends MG1 aModify command

Megaco/H.248 Protocol Implementation in OPNET 12



0 MGC asksMG1 towait for Key Up event
0 MGC asks MGL1 to generate adia tone.
= Upon receipt of Modify from M GC successfully, MG1 sends a positive response.
= Upon receipt of theabove positiveresponse from M G1 successfully:
0 MGC sendsMG1 an Add command
0 Specific ContextID is provided
0 Specific TerminationlDs are provided
0 Maode of LocalControl Descriptor is set to ReceiveOnly
0 Optional LocalDescriptor is provided.
= Upon receipt of Add from M GC successfully:
0 MG1 sends a positive response
0 Specific LocalDescriptor is provided.
= Upon receipt of theabove positiveresponse from M G1 successfully:
0 MGC sendsMG2 an Add command
0 Maode of Local ControlDescriptor is set to Send/Receive
0 Specific RemoteDescriptor is provided
0 MGC asks MG2 to generate aringing tone.
= Upon receipt of Add from M GC successfully:
0 MG2 sends apositive response
0 Specific LocalDescriptor is provided.
= Upon receipt of the above positiveresponsefrom M G2 successfully:
0 MGC sends MG1 aModify command
0 Specific RemoteDescriptor is provided
0 MGC asks MGL1 to generate aringing tone.
= Upon receipt of Modify from M GC successfully:
0 MG1 sends a positive response
0 When MG2 detects Key Down event, it sends a Notify command to its MGC
0 The Notify command has an ObservedEventsDescriptor.
= Upon receipt of Notify from M G2 successfully:
0 MGC sends a positive response
0 MGC sends MG2 aModify command
0 MGC asksMG2 to wait for Key Up event
0 MGC asks MG2 to stop the ringing tone.
= Upon receipt of Modify from M GC successfully, MG2 sends a positive response.
= Upon receipt of theabove positiveresponse from M G2 successfully:
0 MGC sends MG1 aModify command
0 MGC asks MGL1 to stop the ring back
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0 Mode of LocalControlDescriptor is set to Send/Receive.
= Upon receipt of Modify from M GC successfully, MG1 sends a positive response.

MG1 MGC MG2
>
(1) Notify
(ObservedEvent = key/kd)
(2) Notify
(positive response to 1)
< .
©) Modify
(Event = key/ku )
(Signal = cg/dt)
(4) Modify
(positive response to 3)
< Add
(5) (ContextID=1)

(Terminationl D=at/hf)
(Terminationl D=tr)
(ModeOfLoca Control=recv)
(optional Loca Descriptor)

>
(6) Add
(positive response to 5)
(snecific | ocalDescrinton)
Add >
(ContextID=1)
M (Terminationl D=at/hf)

(Terminationl D=tr)
(ModeOfL oca Control=sdrv)
(optional Loca Descriptor)

(specific RemoteDescriptor)
(Signal=cg/rt)
8 «
® Add
(positive response to 7)
< (specific Loca Descriptor)
Modify
©) (Signdl = cgirt)
(Specific Remote Descriptor)
(10) Modify
(positive response to 9)
<
11
(D Notify
(ObservedEvent= key/kd)
>
(12 ~ Notify
(positive response to 11)
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MG1 MGC MG2

4
Modify
(13) (Event=key/ku)
(Signal=(})
«
(14) Modify
(positive response to 13)
< Modify
(15) (Signa ={})
(ModeOfLocd Control =sdrv)
>
Modiify
(16) (Positive Response to 15)

Figure 4.2 Call flow of Successful Call Setup Procedure.

4.4 Successful Call Release Procedure
=  When MGL detects Key Up event, it sends a Notify command to its MGC:
0 The Notify command has an ObservedEventsDescriptor.
= Upon receipt of Notify from MG1 successfully:
0 MGC sends apositive response
0 MGC sends MGL1 a Subtract command:
= Specific ContextID is provided
= Specific Terminationl Ds are provided.
0 Uponreceipt of Subtract from MGC successfully:
= MG1 sendsapositive response
=  MGC sendsa Subtract command to MG2:
Specific ContextID isprovided
Specific Terminationl Ds are provided.
0 Uponreceipt of Subtract from MGC successfully:
= MG2 sendsapositive response
=  MGC sendsMG1 aModify command to ask MG1 to wait for Key Down event
0 Upon receipt of Modify from MG C successfully:
= MGLI1 sendsapositive response
=  MGC sendsMG2 aModify command to ask MG2 to wait for Key Down event.
o0 Upon receipt of Modify from M GC successfully, MG2 sends a positive response.
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MG1

(1)

)

3

(4)

©)

(6)
(7

(8)

(9)

(10)

MGC

>
Notify
(ObservedEvent = key/ku)

<

Notify
(positive response to 1)

Subtract
(ContextID=1)
(Terminationl D=at/hf)
(Terminationl D=tr)

<

>
Subtract

(positive response to 3)

(Statistics Descriptor)

<

Modify
(Event=key/kd)

>

Modify
(positive response to 6)

MG2

Subtract >

(ContextlD=1)
(Terminationl D=at/hf)
(Terminationl D=tr)

Subtract
(positive response to 4)
(Statistics Descriptor)

>
Modify
(Event=key/kd)

<

Modify
(positive response to 8)

Figure 4.3 Call flow of Successful Call Release Procedure.
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Chapter 5 Implementation in OPNET

5.1 Network Model and Node Models

Initialy, we build a simple network model to simulate Megaco [5] protocol in the OPNET simulation
environment based on the software design specification of MGC, MG and RTP[16], [17], [18]. Figure 5.1
illustrates the network model and simulation scenario in OPNET. It has three nodes connected to a local
hub by direct point-to-point duplex link. This is a master-slave architecture where top node is the master

nodei.e. MGC and two other nodes are davesi.e. MGs.

The protocol used between MGC and MG is Megaco/H.248 protocol as specified in the standards of [5]
and [6]. RTP protocol is used for the communication between two MGs. The standard is[1].

Media Gatewap (MG1) Media Gatewan (MG2)

Network Model: Simulation of Megaco/H. 248 Protocol

Figure5.1 Network Model.

Figures 5.2 and 5.3 illustrate the node models of MG and MGC in OPNET simulation environment. Each
model has only one layer, application layer, and one transmitter and one receiver. The application layers of

MG and MGC node models contain MG process model and MGC process model respectively.

MEGACO IPPhone HNode Model.
(Mediza Gateway)

no_proc

E=

xmt

Figure 5.2 MG Node Moddl.
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Figure 5.3 MGC Node Model.
The hub node model is shown in Figure 5.3. It has three transmitters and three receivers and one processor.
The processor retrievesthe destination address from the incoming packet. Based on the destination address,
it sends the packet to appropriate transmitter. We define the transmitters and receivers for each MG and
MGC, e.g., MGC recv and MGC_xmt are connected to MGC receiver and transmitter respectively.

Figure 5.4 Hub Node Model.
5.2 MGC Process Model
The MGC process model has three states, init, idle and process. Init state initiaizes the MGC when it is
started for the first time and then, moves to the idle state where it waits for the arrival of Megaco packet.
Upon the arrival of aMegaco packet, it movesto process state where all the control intelligenceof MGCis

Figure 5.5 MGC Process Model.
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located. Here, it unpacks the packets and then, parsesit accordingly. Afterwards, it interprets the command

type and takes necessary steps.

5.3 MG Process Model

The MG process model is alittle bit more complex than the MGC process model asit has six states, i.e.,
init, idle, MG_Proc, RTP_Proc, MG_Send and MG_Recv. Init state initializes the MG and &fter the
initialization, it sends a ServiceChange request to MGC in order to register itself. After that, it movesonto
idle state where it waits for the acknowledgement from MGC for ensuring the acceptance of registration
request. After getting the registration acknowledgement, it waits for further commands from MGC and
listens for events to occur, e.g., key up, key down events. It also waits for RTP packets when the
connection is established between two MGs. MG_Proc is responsible for interpreting the Megaco
commands received from MGC and therefore, taking actions accordingly. When it detects a key down
event, it notifies MGC about the
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Figure5.6 MG Process Model.

event and sets up the connection according to the instructions from MGC. When the connection is
established successfully, control goesto RTP_Proc, which isresponsiblefor generating datatraffic between
two MGs. This process builds the RTP packets that carry the RTP payload according to the standard RTP
packet format specified in[1]. MG_Send isresponsible for sending Megaco and RTP packetsto the output
stream using the underlying transport mechanism. MG_Recv extracts a packet from the input stream, when
there is packet arrival interrupt encountered while it isin the idle state. It retrieves the packet format and
the control is transferred to either MG_Proc or RTP_Proc depending on the packet sender. When
MG_Proc detects a key up event, a Notify command is sent to MGC to terminate the connection that has
been established after key down event between two MGs. Then MG receives Subtract command from
MGC and finally, MG_Proc tears down the connection.
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Chapter 6 Simulation and Results

The complete simulation results are as follows. The results are exactly what are explained in Chapter 4 and

Appendix A, Band C.

Messages in Successful MGL1 (1P address: 172.16.0.2) Registration Procedure:
(1,02, (3107

Messages in Successful MG2 (IP address: 172.16.0.3) Registration Procedure:
(4,051 [6][8]

Messages in Successful Call Setup Procedure:

From[ 9] to[ 24].

Messages in Successful Call Release Procedure:

From [25] to[ 34].

Also, between message [29] and [30], information of statistics of MG2 is shown.
Information of statistics of MG3 i s shown between message [31] and [32].

Si mul ati on Conpleted - Collating Results.

Events: Total
Ti me: El apsed

(1944), Average Speed (7892 events/sec.)
(1 sec.), Sinulated (1 hr. 40 min. O sec.)

Sinmulation Log: 1 entries

OPTI

OPNET Technol

I'11 111111l Network Sinmulation of:
| megaco_proj ect _v4-scenariol

[

| Si mul ation and Mbdel Library Copyright
| | 1987- 2002 by OPNET Technol ogi es, Inc.
NERR | as a part of OPNET Release 8.0.C

MUM NETWORK PERFORMANCE

ogies, Inc. / 7255 Wodnont Av. / Bethesda, MD 20814, USA
TEL: +1.240.497.3000 / FAX: +1.240.497.3001

Readi ng networ k nodel (negaco_project_v4-scenariol)

Reading result collection file: (megaco_project_v4-scenariol)

Verifying nodel consistency.

Rebui | di ng scenari o nodel library.

Loadi ng scenari o nodel |ibrary.
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| Allocating objects. |

| Constructing nodel hierarchy. |

| Assigning object identification. |

| Preparing for results collection. |

| Rel easing Mbdel Menory. |

| Progress: Time (0 sec.), Events (0) |
| Speed: Average (O events/sec.), Current (O events/sec.) |
| Time: Elapsed (0 sec.) |

MEGACO' 1 [172.16. 0. 2] : 5555
Transaction = 1005 {
Context = -

Servi ceChange = ROOT {
Services {

Met hod=Rest art,

Ser vi ceChangeAddr ess=5555,
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Profi | e=l PPhone/ 1

—_—— e e e

|
| [ 2] MC sent MGL the foll ow ng nmessage:

MEGACO/ 1 [172.16.0.1]: 2944
Reply = 1005 {

Context = - {

Servi ceChange = Root {
Services {

Ser vi ceChangeAddr ess=5555,
Profi | e=l PPhone/ 1

| [ 3] M3C sent MGl the foll owi ng nmessage:

MEGACO/' 1 [172.16.0.1]:2944
Transaction = 1 {
Context = - {

Modify = ui {
Events = 1 {key/kd}
}

}

}

MEGACO/' 1 [172.16.0. 3]: 5555
Transaction = 2005 {
Context = - {

Servi ceChange = ROOT {
Services {

Met hod=Rest art,

Ser vi ceChangeAddr ess=5555,
Profil e=l PPhone/ 1

—_—— e e

| [ 5] M3C sent M3 the followi ng nessage:

| _____________________________________________________________________________
MEGACO' 1 [172.16.0.1]:2944

Reply = 2005 {

Context = - {

Servi ceChange = Root {

Services {

Ser vi ceChangeAddr ess=5555,

Profi |l e=l PPhone/ 1

}

}
}
}

Megaco/H.248 Protocol Implementation in OPNET



| [ 6] M3C sent MX the follow ng nessage:

MEGACO/ 1 [172.16.0.1]:2944
Transaction = 2 {
Context = - {

Modify = ui {
Events = 2 {key/kd}
}

}

}

|

MEGACO/' 1 [172.16.0. 2] :5555
Reply = 1 {

Context = - {

Modi fy = ui

| [ 8] M3C received the foll owi ng nessage:
MEGACO/ 1 [172.16.0. 3] : 5555

Reply = 2 {

Context = - {

Modi fy = ui

MEGACO/' 1 [172.16.0. 2] :5555
Transaction = 1006 {
Context = - {

Notify = ui {
CbservedEvents = 1 {
20020419T827900: key/ kd}

|
| [10] M3C sent MGl the foll owi ng nessage:

MEGACO/' 1 [172.16.0.1]:2944
Reply = 1006 {

Context = - {

Notify = ui}

|
MEGACO! 1 [172.16.0. 1] : 2944
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Transaction

=3 {
Context = - {
{

Modi fy = ui
Events = 3 {key/ ku}
}

Modi fy = at/hf {
Signals {cg/dt}

MEGACO/' 1 [172.16.0. 2] :5555
Reply = 3 {

Context = - {

Modi fy i
Modi fy

1 u
)
-
-
>0
=N
-

| [13] MEC sent MGl the follow ng nessage

MEGACO' 1 [172.16.0.1]:2944
Transaction = 4 {

Context =1 {

Add at/ hf,

Add tr {

Medi a {

Local Control {

Mode=Recei veOnl y

}

Local {

v=0

c=INIP4 $

nraudi o $ RTP/ AVP 0
v=0

c=INIP4 $

nrFaudi o $ RTP/ AVP 8

—_—— e e e

MEGACO/ 1 [ 172.16.0. 2] : 5555
Reply = 4 {

Context =1 {

Add = -,

Add = tr {

Medi a {

Local {

v=0

c=IN P4 172.16.0.2
mraudi 0 2222 RTP/ AVP 0
}

}
}
}
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| [15] MEC sent M3 the follow ng nessage
I\/EGACCY 1 [172.16.0.1]:2944

Transaction = 5 {

Context =1 {

Add = at/hf {

Signals {cg/rt}

}

Add = tr {

Medi a {

Local Control {
Mbde=SendRecei ve
}

Local {

v=0

c=INI1P4 $

nFaudi o $ RTP/ AVP 0

}

Renmot e {

v=0

c=IN P4 172.16.0.2
nmraudi 0 2222 RTP/ AVP 0

—_—— e

| [16] MGC received the follow ng nessage
| _____________________________________________________________________________
MEGACO' 1 [172.16.0. 3]: 5555

Reply = 5 {

Context =1 {

Add = at/hf,

Add = tr {

Medi a {

Local {

v=0

c=INI1P4 172.16.0.3

mraudi 0 2222 RTP/ AVP 0

—_—— e e

|
| [17] M3C sent MGl the foll owi ng nessage:

|l\/EGAco' 1 [172.16.0.1]: 2944
Transaction = 6 {

Context =1 {

Modify = at/hf {

Signals {cg/rt}

}

Modify = tr {
Media {

Megaco/H.248 Protocol Implementation in OPNET



Remot e {

v=0

c=IN1P4 172.16.0.3
mrFaudi o 2222 RTP/ AVP 0

—_—— e

MEGACO' 1 [172.16.0. 2] : 5555
Reply = 6 {

Context = 1 {

Modi fy = at/hf,

Mdify = tr}

MEGACO/' 1 [172.16.0. 3]:5555
Transaction = 2006 {
Context = 1 {

Notify = ui {
bservedEvents = 2 {
20020419T827900: key/ kd}

| [20] M3C sent M the followi ng nessage:

MEGACO/' 1 [172.16.0.1]:2944
Reply = 2006 {

Context = - {

Notify = ui}

| [21] M3C sent M3 the followi ng nessage:

MEGACO/ 1 [172.16.0.1]:2944
Transaction = 7 {
Context = - {

Modi fy = ui {
Events = 4 {key/ku}
}

Modi fy = at/hf {
Signals {}

}

}

}
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MEGACO/' 1 [172.16.0. 3] : 5555
Reply = 7 {

| [23] M3C sent MGl the foll owi ng nessage:

|l\/EGACC)’ 1 [172.16.0.1]:2944
Transaction = 8 {

Context =1 {

Modify = at/hf {

Signal s {}

}

Mdify = tr {
Medi a {

Local Control {
Mbde=SendRecei ve

—_—— e

MEGACO' 1 [172.16.0. 2] : 5555
Reply = 8 {

Context =1 {

Modi fy = at/hf,

Modify =t

MEGACO' 1 [172.16.0. 3]: 5555
Transaction = 2007 {
Context =1 {

Notify = ui {
ObservedEvents = 4 {
20020419T827900: key/ ku}

| [26] M3C sent M the follow ng nessage:

MEGACO/' 1 [172.16.0.1]:2944
Reply = 2007 {

Context = - {

Notify = ui}

|
| [27] MEC sent M3 the followi ng nessage:
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|l\/EGAco' 1 [172.16.0.1]: 2944
Transaction = 9 {

Context =1 {

Subtract = at/hf,

Subtract = tr}

| [28] MEC sent MGL the followi ng nessage:

MEGACO' 1 [172.16.0.1]:2944
Transaction = 10 {
Context =1 {

Subtract = at/hf,
Subtract = tr}
}

| [29] MGC received the follow ng nessage:
| _____________________________________________________________________________
MEGACO/' 1 [172.16.0. 3]:5555

Reply = 9 {

Context = 1 {

Subtract at/ hf,

Subt r act tr {

Statistics {

rtp/ ps=50,

rtp/ pr=50,

rtpl/ pl =0,

rtp/jit=0,

rtp/ del ay=0}

Modul e (51), (top. MGC. MGC_Proc)

From procedure: negaco_ngc_v6 () [process enter execs]
Statistics received by MSC

Nunmber of packets sent by MJIP:172.16.0.3] is 50

|  Module (51), (top.M3C. MEC_Proc)

| From procedure: negaco_ngc_v6 () [process enter execs]
| Statistics received by MSC:

|  Number of packets received by MFIP:172.16.0.3] is 50

|
| [30] M3C sent M the followi ng nessage:

MEGACO/ 1 [172.16.0.1]:2944
Transaction = 11 {

Context = - {

Modify = ui {

Events = 5 {key/ kd}
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| [31] MGC received the followi ng nmessage:
MEGACO/' 1 [172.16. 0. 2] : 5555
Reply = 10 {

Context =1 {

Subtract at/ hf,

Subt r act tr {

Statistics {

rtp/ ps=50,

rtp/ pr=50,

rtpl/ pl =0,

rtp/jit=0,

rtp/ del ay=0}

|  Module (51), (top.M3C. MEC_Proc)

| From procedure: negaco_ngc_v6 () [process enter execs]
| Statistics received by MSC

|  Nunmber of packets sent by M IP:172.16.0.2] is 50

|  Module (51), (top.M3C. MEC_Proc)

| From procedure: megaco_ngc_v6 () [process enter execs]
| Statistics received by MSC

|  Number of packets received by MFIP:172.16.0.2] is 50

| [32] M3C sent MGl the foll owi ng nessage:

|l\/EGACC)’ 1 [172.16.0.1]:2944
Transaction = 12 {

Context = - {

Modify = ui {

Events = 6 {key/kd}

|

MEGACO/' 1 [172.16.0. 2] :5555
Reply = 12 {

Context = - {

Modi fy = ui

| [34] MSC received the foll owi ng nessage:

|

MEGACO/' 1 [172.16.0. 3] :5555
Reply = 11 {

Context = - {

Modi fy = ui
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Simul ati on Conpleted - Collating Results.

Events: Total (1944), Average Speed (7206 events/sec.)
Time: Elapsed (1 sec.), Sinmulated (1 hr. 40 min. 0 sec.)
Sinmulation Log: 1 entries
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Chapter 7 Problem Summary and Solutions

7.1 Interfacing with standard node modules

Initially, we thought of implementing Megaco protocol based on the layered architecture. Our ideawas to
write the application layer and interface it with the standard UDP layer provided by OPNET using Interface
Control Information Package. In order to do so, we tried to get ideas from codes that exist in the OPNET
and wrote functions according to our need. But, it turned out to be difficult to implement the protocol using
al the layers. The original network model is shown in Figure 7.1. In this network model, we used standard
Ethernet hub and link models. Although we have changed the architecture, our project goal has not been

Hegmeoos/H. 248 Frotocol Betonvk
Bontral Infa Flow. MOE --—-3 NE
Gall Plow: MG <----» NG -

. Erdin dxtarsm dbnbcsllaggie)

Realing

Hedis embmuvmyida;l oedla cabovay(He)E

Hebwork Model] Sinulsbion of Megaco/H.24B Protocol

Figure 7.1 Initial Network Model.

changed for simulating the Megaco/H.248 protocol. Figure 7.2 describes the original node model that we
have tried to implement in OPNET. It consists of six layers. The application layer contains all the
applications that we have implemented in OPNET such as MGC, MG and RTP. We do not see RTP as a
separate application rather it is integrated within the MG application. The application layer needs to
communicate with lower layer transport mechanism in order to send and receive packets in the | P network.
We use the UDP protocol as the underlying transport mechanism in our old network model. However, as
mentioned earlier, we could not use this node model to simulate our network model in the OPNET
environment dueto someinternal technical difficultiesof OPNET during the simulation. Wetried to fix the
problem for several days and nights The problems could be the interface between two layers or

understanding the simulation attributes of different layers or the OPNET itself. Due to time constraint and
after consulting with our professor, we decided to switch the architecture of our node model to asimple one
whereit has only application layer as we mentioned in section 5.1. We made small changesin our process
model to incorporate the new network model.
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NODE MODEL
Application: MEC MZ/RTR _-.

Application

ip_encap

q_

Figure 7.2 Initiadl Node Model.
7.2 Memory Management

Special care hasto be taken for dynamic allocation/de-all ocation of memory since al the codesin OPNET
have to be written by C/C++ and they don't provide automatic garbage collection like Java. We

encountered bus errors and segmentation faults.

To solvethe problem, we tried tokeep number of memory allocation/de-allocation as minimum as possible
especially for messages that are sent/received to and from one node to other. We have also declared fixed

array size wherever possible making sure the codeis as flexible as possible.

7.3 OPNET Interrupt

Interrupt plays a very important part in OPNET in the Finite State Machine (FSM) design. Interrupt is a

must in order to check the transition condition from an unforced state.

In the FSM of MG we have used self interrupt to move from idle stateto MG_Proc state in order to send
ServiceChange and Notify commands to MGC as these are not dependent on any packet arrival. To

accomplish this, we set the <intrpt interval> attribute of MG process model to 20, which schedules an
interrupt for the root process of the processor modul e after every 20 seconds.

7.4 Transition Condition

It requires special care to ensure that, more than one transition conditions don't become true in a specific
state, which has multiple transition conditions set up with other states.
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Chapter 8 Conclusion and Future Work

Conclusion

During the project, we have gained some experience on the network research using OPNET. We know how
to set up a simple network model to do research in OPNET. Also during the working, we found some
problemsin both OPNET and our codes. In resolving the problems, we have learnt alot.

Understand the current new technol ogiesin High-performance Networking. Gain experience in devel oping
software project aswell as software project management. We make our project planned first, well managed
in aprofessional method. Actually our project conformsto CMM Level 2(http://www.sei.cmu.edu/cmm/).

Wethink it is very helpful for coding.

As for the Megaco/H.248, we understand its usefulness much more during the project. It is possible to
implement it as a product.

Future Work
In future we would like to do the followings:

Implement other three Megaco/H.248 commands
Implement full featured RTP
Multiple call scenarios

Using layer architecture to implement Megaca/H.248

Acknowledgement

We would like to give thanks to Professor Ljiljana Trajkovic for giving nice introduction of latest
knowledge on this field. Based on what we have learnt in class, we can do our project with enough
background and be easy to understand lot of concepts. Also, we would like to give thanks to both of our
TAsfor helping us during the project work.

Megaco/H.248 Protocol Implementation in OPNET 33



References

10.

11.

12.

13.

14.

15.

16.

Schulzrinne, H., Casner, S., Frederick, R. and V. Jacobson, "RTP: A Transport Protocol for Real -
Time Applications,” RFC 1889, January 1996:
http://www.ietf.org/rfc/rfc1889.txt (accessed in February 2002).

Schulzrinne, H., "RTP Profile for Audio and Video Audio and Video Conferences with Minimal
Control," RFC 1890, January 1996:

http://www.ietf.org/rfc/rfc1890.txt (accessed in February 2002).

Handley, M. and V. Jacobson, "SDP: Session Description Protocol," RFC 2327, April 1998:
http://www.ietf.org/rfc/rfc2327.txt (accessed in February 2002).

Greene, N., Ramalho, M. and B. Rosen, "Media Gateway control protocol architecture and
requirements," RFC 2805, April 1999:
http://www.ietf.org/rfc/rfc2805.txt (accessed in February 2002).

Cuervo, F., Greene, N., Rayhan, A., Huitema, C., Rosen, B. and J. Segers, "Megaco Protocol
Version 1.0," RFC 3015, November 2000:
http://www.ietf.org/rfc/rfc3015.txt (accessed in February 2002).

Blatherwick, P., Bell, R. and P. Holland, "Megaco | P Phone Media Gateway Application Profile,"
RFC 3054, January 2001.:

http://www.ietf.org/rfc/rfc3054.txt (accessed in February 2002).

Brown, M. & P. Blatherwick, “1TU-T SG16, H.248 Annex G: User Interface Elements and
Actions Packages,” November 2000:

ftp://standards.nortel networks.com/megaco/docs/Approved/H248 G_PDF.zip (accessed in
February 2002).

“Radisys Building Blocks for Media Gateway solutions,”
http://www.radi sys.com/filessmedia_gateway.swf

“Project Plan (PP),”: http://www.sfu.ca/~vswu/courses/ CM PT885/project.htm

“System Functional Specification (SFS001),” March 2002:
http://www.sfu.ca/~vswu/courses/ CM PT 885/project.htm

“System Functional Specification of Custom RTP (SFS 002),” March 2002:
http://Mmww.sfu.cal~vswu/courses/ CM PT885/proj ect.htm

“System Interface Control Document (SICD),” March 2002:
http://www.sfu.ca/~vswu/courses/ CM PT 885/project.htm

“ Software Functional Specification of MG (SWFS 001),” March 2002:
http://www.sfu.ca/~vswu/courses/ CM PT 885/project.htm

“ Software Functional Specification of MGC (SWFS 002),” March 2002:
http://www.sfu.ca/~vswu/courses/ CM PT885/project.htm

“Software Functional Specification of Custom RTP (SWFS 003),” March 2002:
http://www.sfu.ca/~vswu/courses/CM PT 885/proj ect.htm

“ Software Design Specification of MG (SWDS 001),” March 2002:
http://www.sfu.cal~vswu/courses/ CM PT885/project.htm

Megaco/H.248 Protocol Implementation in OPNET 34



17. “Software Design Specification of MGC (SWDS 002),” March 2002:
http://www.sfu.ca/~vswu/courses/ CM PT885/project.htm

18. “Software Design Specification of Custom RTP (SWDS 003),” March 2002:
http://www.sfu.cal~vswu/courses/ CM PT885/project.htm

Megaco/H.248 Protocol Implementation in OPNET

35



Appendix A

Successful MG Registration Procedure

MA = Message Analyzer
MS = Message Sender
MR = Message Receiver

Upon receipt of ServiceChange from MG successfully,
MA creates a MG with the followi ng information:
o IPaddress
0 Service address
o0 Termination ID of "ui"
0 Termination ID of "at/hf"
0 Termination ID of "tr".
MA initializes all Termination IDs of the MG to free status.
MA createsanew Transaction ID.
MA createsanew Request ID.
MA setsthe status of "ui" to busy for event.
MA sends MS aModify message with following parameters:
Number of commands with the value 1
Termination ID of "ui"
A sign value shows that Events Descriptor exists
Package Name of Key Down event
0 Event D of Key Down event.
MA startsatimer related to the Transaction ID.
Upon receipt of Modify from MG successfully,
0 MR sendsMA aModify message with following parameters:
= Number of commands with the value 1.
0 MA verifieswhether the following MG exists:
= |Paddressin the received message
= UDP port number in the received message.
o Ifthe MG exists, MA verifiesthe Transaction ID:
= If the Transaction ID exists,
MA cancels the related timer
MA deletesthe Transaction ID.

[elNelelNe]
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Appendix B
Successful Call Setup Procedure

Upon receipt of Notify from MG1 successfully,
If the MGL exists, MA verifieswhether the Request ID exists.
If the Request ID exists,
Delete the Request ID.
MA setsthe status of "ui" of MG1 to free for event.
MA adds the following information to the MG1,
Key down event happens.
MA createsanew Transaction ID.
MA createsanew Request ID.
MA setsthe status of "ui" of MG1 to busy for event.
MA setsthe status of "at/hf" of MGL1 to busy for signal.
MA sends MGL1 through MS a Modify message with following parameters,
Number of commands with the value 2.
First Termination ID of "ui".
A sign value shows that Events Descriptor exists for first Termination ID.
Package Name of Key up event.
Event ID of Key up event.
Second Termination 1D of "at/hf",
A sign value shows that Signals Descriptor exists for second Termination ID.
A sign shows signal exists.
Package Name of dial tone signal.
Signal ID of dial tone signal.
MA starts atimer related to the Transaction ID.

Upon receipt of Modify from M G1 successfully,
MR sends MA aModify message with following parameters,
0 Number of commands with the value 2.
MA createsanew Transaction ID.
MA setsthe Context ID of "tr"* of MG1to "1".
MA setsthe Context ID of "at/hf" of MG1to"1".
MA sends MG1 through M S an Add message with following parameters:.
Context ID of "1"
First Termination ID of "at/hf"
Second Termination ID of "tr"
Mode vaue of "ReceiveOnly"
A sign value shows no Remote Descriptor
Othersrefer to SWFS-002-8.4.
MA starts atimer related to the Transaction ID.

O 000 Oo

o

Upon receipt of Add from M G1 successfully,
o MA setsthefol lowing attributes of "tr" of MG1.:
IP address

=  UDP port number

= Codec value
MA createsanew Transaction ID
MA setsthe Context ID of "tr"* of MG2 to "1"
MA setsthe Context ID of "at/hf" of MG2 to "1"
MA sets the status of "at/hf" of MG2 to busy for signa
MA sends MG2 through MS an Add message with following parameters
Context ID of "1"
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o0 First Termination ID of "at/hf".
0 Second Termination ID of "tr";

Modevalue of " SendReceive'

A sign value shows a Remote Descriptor
Package Name of ringing tone signal

Signa ID of ringing tone signa

IP address of "tr" of MG1

UDP port number of "tr" of MG1

Codec value of "tr" of MG1

MA starts atimer related to the Transaction ID.

Upon receipt of Add from M G2 successfully,
0 MA setsthefollowing attributes of "tr" of MG2:

IP address

UDP port number

Codec vaue

MA createsanew Transaction ID
Number of commands with the value 2.

o First Termination ID of "at/hf":

A sign value shows a Signals Descriptor for first Termination 1D
A sign shows signal exists

Package Name of ringing tone signa

Signa ID of ringing tone signal.

0 Second Termination ID of "tr':

A sign value shows a Remote Descriptor for second Termination 1D
IP address of "tr" of MG2

UDP port number of "tr" of MG2

Codec value of "tr" of MG2.

Upon receipt of Modify from M G1 successfully:

Number of commands with the value 2.

Upon receipt of Notify from M G2 successfully.

If the MG2 exists, MA verifies whether the Request 1D exists

If the Request ID exists,

MA setsthe status of "ui" of MG2 to busy for event

MA setsthe status of "at/hf" of MG2 to free for signal

MA sends MG2 through MS a Modify message with following parameters
A sign vaue shows no signal

Othersrefer to SWFS-002-8.3

Upon receipt of Modify from M G2 successfully:

MA createsanew Transaction ID

MA setsthe status of "at/hf" of MGL1 to free for signa

A sign value shows no signa

A sign value shows a Local Control Descriptor for second Termination 1D
Mode vaue of "SendReceive'".
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Appendix C
Successful Call Release Procedure

Upon receipt of Notify from MG successfully:
If the MG exists, MA verifies whether the Request ID exists.
If the Request ID exists:

0 Deletethe Request ID

0 MA setsthe status of "ui" to free for event

o0 MA addsthefollowing information to the MG

o0 Key upevent happens.
MA initializes all Termination IDs of the MG to free status.
MA creates anew Transaction ID for the MG.
MA starts atimer related to the Transaction ID.
MA setsall Termination IDs of the other MG to free status.
MA creates another new Transaction ID for the other MG.
MA starts another timer related to another Transaction ID.
Upon receipt of Subtract from MG successfully.

0 Releasethe call and store the statistics
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