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MotivationMotivation

l Congestion control in packet networks has been proven a
challenge in the Internet because of the different
requirements of different kinds of applications running
based on the Internet.

l The abrupt changes in the sending rate of  TCP congestion
control mechanism have been a significant impediment to
the deployment of TCP’s end-to-end congestion control by
emerging applications such as steaming multimedia.

l We compare the performance of TCP and the other
congestion control algorithms (AIMD(a, b) and TFRC)
under similar environment.



TCP congestion control mechanismTCP congestion control mechanism

l TCP congestion control mechanism is the dominant
algorithm of current Internet.

l In TCP congestion control mechanism, the ‘sending rate’
is controlled by a congestion window which is halved for
every window of data containing a packet drop, and
increased by roughly one packet per window of data
otherwise.

l TCP congestion control is very effective at rapidly using
bandwidth when it becomes available.



AIMD congestion control mechanism(1)AIMD congestion control mechanism(1)

l AIMD(a,b) generalizes TCP by parameterizing the
congestion window increase value and decrease ratio. That
is, after a loss event the congestion window is decreased
from W to (1-b)W packets, and otherwise the congestion
window is increased from W to W+a packets each round-
trip time.
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AIMD congestion controlAIMD congestion control
mechanism(2)mechanism(2)
l The sending rate function of AIMD(a, b):

TCP is a specified example of AIMD as AIMD(1, 1/2). To
make the sending rate of TCP and AIMD(a, b)comparable,
let

From the equation above we can derive that AIMD (1/5,
1/8) and (3/7, 1/4) should compete reasonable fairly with

AIMD(1,1/2) or say TCP.

R: round trip time; p: packet drop rate



TFRC congestion control mechanism(1)TFRC congestion control mechanism(1)

l The receiver measures the loss event rate and feeds this
information back to the sender.

l The sender also uses these feedback messages to
measure the round- trip time (RTT).

l The loss event rate and RTT are then fed into TFRC's
throughput equation, giving the acceptable transmit rate.

l The sender then adjusts its transmit rate to match the
calculated rate.



TFRC congestion control mechanism(2)TFRC congestion control mechanism(2)

p: packet size
R: round trip time
p: steady-state loss event rate
tRTO: TCP retransmit timeout value



Simulation ScenarioSimulation Scenario

Bottleneck Link

 

• Topology: Dumb-bell
• Metrics: throughput, loss rate

Senders Receivers



Simulation result: AIMD(1/5,1/8) compares with TCPSimulation result: AIMD(1/5,1/8) compares with TCP



Simulation result: AIMD(3/7,1/4) compares with TCPSimulation result: AIMD(3/7,1/4) compares with TCP



Simulation result: AIMD(1/5,1/8) compares with TFRCSimulation result: AIMD(1/5,1/8) compares with TFRC



Simulation result: TCP compares with TFRCSimulation result: TCP compares with TFRC



Simulation result: AIMD(3/7,1/4) compares with TFRCSimulation result: AIMD(3/7,1/4) compares with TFRC



Simulation result: TCP(window size =20 ) comparesSimulation result: TCP(window size =20 ) compares
with TFRCwith TFRC



Simulation result: TCP(window size =1000 )Simulation result: TCP(window size =1000 )
compares with TFRCcompares with TFRC



Simulation result: TCP compares with AIMD(1/5, 1/8)Simulation result: TCP compares with AIMD(1/5, 1/8)

Trunk link capacity:15Mbps



Simulation result: TCP compares with AIMD(1/5, 1/8)Simulation result: TCP compares with AIMD(1/5, 1/8)

Trunk link capacity:60Mbps



Simulation result: TFRC compares with AIMD(1/5, 1/8)Simulation result: TFRC compares with AIMD(1/5, 1/8)

Trunk link capacity:15Mbps



Simulation result: TFRC compares with AIMD(1/5,1/8)Simulation result: TFRC compares with AIMD(1/5,1/8)

Trunk link capacity:60Mbps



Comparison of different queuing effectsComparison of different queuing effects

l Drop-tail

l FQ(Fair Queuing)

l SFQ(Stochastic Fair Queuing)

l DRR(Deficit Round Robin)

l RED (Random Early Drop)

l CBQ (Class-Based Queuing)



Conclusions

l The AIMD(3/7, 1/4) and AIMD(1/5, 1/8) flows are smoother than the
TCP flows, but less smooth than the TFRC flows.

l The throughput of the TCP(1/5, 1/8) is smaller than TCP(3/7, 1/4) but
smoother than the latter.

l When AIMD(3/7, 1/4) and AIMD(1/5, 1/8) compared with TCP, the
mean throughput of TCP is higher.

l When TCP with very small window size compared with TFRC, the
throughput of TFRC does not take too much bandwidth of the link.It
proves its “friendly relation with TCP”.

l AIMD(1/5, 1/8) and AIMD(3/7, 1/4) compete fairly with TCP and
with TFRC , while avoiding TCP’s reduction of the sending rate in
half in response to a single packet drop.
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