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INTRODUCTIONINTRODUCTION

� Networking researchers typically manually 
optimizing TCP buffer sizes

� To keep the network pipe full

� Achieve acceptable performance over the 
wide-area network.
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� Cumbersome

� Sub-par performance for connections with 
larger delay-bandwidth products

� Misappropriation of scarce resources to 
connections with smaller delay-bandwidth 
products 
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� Originally implemented in ns

� Dynamic Right sizing lets the receiver 
estimate the sender’s congestion window size 

� Uses this estimate to dynamically change the 
size of the receiver’s window advertisements. 

� As a result, the sender will be congestion-
window-limited rather than flow-control-
window-limited
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� Receive side of TCP connection has a receive 
buffer

� App process may be slow reading from buffer

� Won’t overflow receiver’s buffer by 
transmitting too much, too fast
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� RcvWindow = RcvBuffer-[LastByteRcvd -
LastByteRead]

� Rcvr advertises spare room by including value 
of RcvWindow in segments

� Sender limits unACKed data to RcvWindow
guarantees receive buffer doesn’t overflow
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� tcp_manager_v3.c

� Represents the root process of the “tcp” module.

� It manages a set of TCP connections by invoking the 
appropriate api processes
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� Receiver can determine the sender size by 
below equation 

� d is bytes of data received 

� round trip times between Nmin and Nmax
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� Observing the Congestion Window variable 
change

� Altering the receiver buffer window 
accordingly
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� Delay
� Receiver Window Size
� Congestion Window Size
� Flight Size (sent but unacked data in sender 

buffer)
� Traffic Received



RESULTSRESULTS

� The first 25 transfers used the default window 
sizes of 64 kilobytes for both the sender and 
receiver.

� The second 25 transfers, shown in dotted 
lines, used dynamically sized windows
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