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   Abstract-Wireless cellular networks are fast evolving into
multi-service networks supporting narrow-band, as well as,
wide-band services.  Capability to optimally partition the
available radio frequency spectrum among competing ser-
vices is key to the economical viability of these networks.  An
analytical model is developed, herein, to measure the perfor-
mance of various bandwidth access control policies, in terms
of call level QoS (Quality of Service) parameters such as call
blocking probability, call dropping probability and through-
put, in TDMA/FDMA (Time/Frequency Division Multiple
Access) based multi-service cellular networks.  The model
also takes into consideration the impact of mobility on the
QoS.  Such models are essential for facilitating an effective
optimization of bandwidth allocations in a cellular network
supporting multiple services.  

   Furthermore, requirements such as, adaptive updating of
bandwidth allocations to track dynamical load variations,
and preferential treatment for some services at the expense of
others, due to revenue considerations, suggest applicability of
priority based bandwidth access control policies.  Some prior-
ity based bandwidth access control policies are, therefore, also
proposed in this paper, and compared with conventional poli-
cies such as CS (Complete Sharing), CP (Complete Partition-
ing) and PS (Partial Sharing).  Simulation results are
presented that reflect upon the effectiveness of priority based
policies. 

   The main contribution of this work is the precise formula-
tions developed to predict call level QoS parameters in a
multi-service cellular network with mobile users.

I.   INTRODUCTION

   The demand for mobile cellular communication services
is increasing rapidly.  With continuing growth in data and
multimedia applications, service providers are actively
engaged in offering high bandwidth services.  Cellular net-
work users can now subscribe to data, video-phone and
other multi-media services, in addition to cellular phone

services.  These networks are, thus, fast evolving from
voice only networks to multi-service multi-resource net-
works, supporting a heterogeneous mix of services with
varying traffic characteristics, QoS constraints and band-
width requirements.  The main limitation to supporting a
large number of subscribers continues to be the shortage of
radio frequency spectrum.  The number of subscribers per
service per unit area that can be supported at some mini-
mum QoS, is an important parameter.  The challenge is to
determine the optimum portions of the total cell capacity
that should be reserved for each offered service to cater to
the corresponding traffic load.  In other words, the total
cell capacity should be partitioned among various offered
services or classes of users in such a way that the overall
throughput or revenue is maximized, while ensuring that
the QoS constraints are below some prescribed upper
bound.  As our focus is network planning and dimension-
ing, we are mainly interested in call level QoS constraints,
that are achieved by bounding the blocking probability
and/or dropping probability of the connections. 

   Essential to the aforementioned optimization problem is
the availability of a suitable model that could be used to
analytically evaluate various bandwidth reservation
schemes in a multi-service wireless cellular network envi-
ronment.  In this paper, we develop a traffic model, and
analytically investigate the effect of bandwidth reservation
schemes, also known as bandwidth access control policies,
on the QoS of stationary, as well as, mobile users in a cel-
lular network.  A number of bandwidth access control poli-
cies have been discussed in literature for wired
telecommunication networks [5][6].  Notable among these
are CS (Complete Sharing), CP (Complete Partitioning)
and PS (Partial Sharing).  These policies are analyzed
under the context of wireless cellular networks for a single
cell of a mobile system in [9].  We extend this analysis to a
multi-cellular network using the proposed traffic model
and taking mobility into account.  In addition, we also pro-



pose some priority based bandwidth access control policies
that can provide higher throughput for high priority ser-
vices, and seem quite suitable for cellular networks.     

   The rest of the paper is organized as follows.  Section II
elaborates on the traffic model and the mathematical
framework used for the analysis.  An overview of band-
width access control policies is provided, followed by per-
formance evaluation of services in the presence of these
policies.  The analytical results are verified using computer
simulations.  The results of these simulations are presented
in section III.  Finally, section IV makes some conclusions
and, once again highlights the main contributions of this
work.

II.  TRAFFIC MODEL

Fig. 1. Wireless Cellular Network

   Consider a two dimensional cellular region with hexago-
nal cells and omni-directional antenna base stations, as
shown in Fig. 1.  Assuming FCA (Fixed Channel Assign-
ment), let each cell be allocated with a total of C channels
of bandwidth.  The basic system model assumes that the
new call origination rate is uniformly distributed over the
entire mobile service area.  A very large population of
users is assumed, and thus the average call origination rate
is independent of the number of calls in progress. The sys-
tem may have both stationary and mobile users.  A mobile
is served by the base station in its current cell.  When a
new call gets a channel, it keeps the channel until the call is
completed in the cell or the mobile moves out of the cell.
When the mobile crosses a cell boundary into an adjacent
cell while the call is in progress, a handoff procedure takes
place.  If no channel is available in the new cell into which
the mobile moves, the handoff call is forced to terminate
before completion.  For clarity purposes, we assume non-
prioritized handoffs i.e. handoff calls are treated same as
new calls and, thus, no capacity is exclusively reserved in
each cell to handle handoff calls [3][4].

   A random movement model is assumed in which a
mobile moves with a random speed v, uniformly distrib-
uted between [0,V], and an independent moving direction,
uniformly distributed between [0,2π]. The system is con-
sidered to be always in the state of mobility equilibrium i.e.
the mean number of incoming mobiles in a cell is equal to
the mean number of outgoing mobiles.

   Consider that I different services are being offered in this
cellular network.  Each cell, thus, may support traffic from
I services.  The traffic corresponding to service si arrives,
in each cell, at a Poisson rate λi with, exponentially distrib-
uted, channel holding time of mean 1/µi.  It may be noted

that , where  is the rate at which new

calls belonging to service si originate in the cell; and  is

the handoff call arrival rate for that service in the cell.
Both are assumed to be Poisson.  The channel service rate
µi is the rate at which the carried calls belonging to service
si are completed in the cell or are handed off to the other

cells.  Thus, , where  is the mean call

holding time given that either the call terminates in the cell

it originated or no handoff fails, and  is the outgoing
handoff rate per terminal [3].  The handoff rate per termi-
nal is a function of system parameters such as cell size,
speed and direction of the mobiles etc., and is independent
of the type of call a mobile has made.  From [3],

, where v is the velocity of the mobile unit, L

is the perimeter of the cell, and S is the area of the cell.
The average number of mobiles of each service type mov-

ing out of a cell, i.e. , is then equal to , where

ni is the number of active users in the cell using service si

[1].

   Let each call belonging to si occupies mi units of capacity
for the duration of the call.  For VBR sources mi may be

the peak rate or the equivalent bandwidth depending upon
the cell level QoS guarantees [8].  This is an I-dimensional
Birth-Death Markov process, with vector j = {j1 , j2 ,....., ji
,...., jI} representing the state of the cell, i.e. the number of
connections from each service that are active in a cell at a
given time.  The objective now is to determine the proba-
bility of being in state j i.e. P(j) and, then compute the
blocking probability Pbi and the dropping probability Pdi

for each service si.  The blocking probability Pbi is the
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probability that a call belonging to service si will be

blocked in the cell.  A BCC (Blocked Calls Cleared) sys-
tem is assumed.  The call dropping probability Pdi is the
probability that a non-blocked call is dropped.  This usu-
ally happens due to handoff failure.  The QoS of si is then

better characterized as  where

α < 1.  Depending upon the relative importance of call
blocking probability and call dropping probability for a
service, a particular bandwidth access control policy could
be deduced, or an existing one could be fine tuned.  

   Assuming that the call arrival process is stationary, P(j) is
obtained by solving the steady-state equilibrium equations
of the I-dimensional Birth-Death Markov process.  Subse-
quently, Pbi is determined based on the constraints associ-
ated with the particular bandwidth access control policy.

A.  Call Blocking Probability

   A wide spectrum of bandwidth access control policies
have been discussed in the literature [5][6].  The simplest
of all policies is a complete sharing (CS) policy, which per-
mits an unrestricted sharing of total bandwidth among all
the competing traffic types.  On the other extreme is a com-
plete partitioning (CP) policy, which permanently and stat-
ically partitions the bandwidth among the competing
services.  It is evident that the most desirable policy would
lie between these two extremes.  Partial sharing (PS) is one
such class of schemes.  According to partial sharing policy,
total capacity can be partitioned into engineered capacity
and shared capacity.  The engineered capacity is intended
to reserve proper capacity for accommodating the expected
call arrivals whereas the shared capacity is used in reduc-

ing the impact of fluctuations in the arrival rate.  Determi-
nation of accurate sizes of shared and engineering
capacities, for every possible network configuration and
load conditions, particularly when these conditions are
dynamically varying, could become quite complex.
Besides, for example, an argument could be made that
though, in future, data traffic is expected to be dominant, it
may not be as dominant from revenue generation perspec-
tives.  Dynamically varying network conditions, coupled
with desire for preferential treatment of some services sug-
gest potential for the use of priority based bandwidth
access policies.  Under these policies the competing ser-
vices are assigned priorities.  All the services have unre-
stricted access to the shared bandwidth, however, low
priority calls may be dropped or preempted (PS with Call
Preemption), or their arrivals could be blocked or discour-
aged (PS with Discouraged Arrivals) to make room for
higher priority calls.  The blocked or dropped calls are
assumed to be lost.

   Given a particular bandwidth access policy, Pbi for a cell
is derived as under.  For simplicity, two service case i.e. I
= 2 is assumed.

1)  Complete Sharing

   As mentioned earlier, complete sharing implies uncon-
trolled access to the cell’s bandwidth by any of the ser-
vices.  Thus, as long as m1(m2) units of bandwidth are
available, a call from s1(s2) is accepted.  The acceptable
states, as well as, state transitions of the cell are shown in
Fig. 2(a).  At equilibrium, the steady state balance equa-
tions are [6]:

QoS αPbi 1 α–( )Pdi+=
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for all , where A is the space of acceptable

states, and 

. (3)

   Solving the above algebraic equations, we get the prod-
uct-form solution [7] i.e.

 (4)

where ; and ρi for i =

1, 2 is the traffic intensity i.e. λi/µi.  The blocking probabil-
ity is then the probability that the system will move out of
the acceptable space A, and is given as

, (5)

. (6)

2)  Complete Partitioning

   This policy allocates a fixed bandwidth C1(C2) to service

s1(s2) such that C1+C2 <= C.  The acceptable states of this
policy are a subset of the complete sharing case as illus-
trated in Fig. 2(b).  This is a case of two independent
queues, and the blocking probability is given by the well
known Erlang-B formula [6] i.e. 

 where  and i = 1,2. (7)

3)  Partial Sharing

   In partial sharing, some bandwidth C1(C2) is allocated

permanently to service s1(s2), whereas a portion Cs could
be shared by the two on a first-come-first-serve basis, such
that C1+C2+Cs <= C.  This is a special combination of the
above two policies.  The acceptable states are illustrated in
Fig. 2(c). The blocking probabilities are

     (8)

 (9)

Fig. 2. (a) Two Dimensional Markov chain for Complete Sharing (b)
Complete Partitioning (c) Partial Sharing.

   The blocking probabilities for other variants of PS can
similarly be derived [5].  The two priority based schemes
are analyzed next.

4)  PS with Call Preemption

   In this case a call from a low priority service is accepted
if enough capacity is available, however, the call could be
dropped if a higher priority call arrives.  We assume that s2

is high priority broadband service and s1 is low priority

narrow-band service.  The acceptable states, as well as, the
state transitions are shown in Fig. 3(a).  At equilibrium the
steady state balance equations are:
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for all , where A and are as defined

above, and .  Solving (10) and (11) we get the

state probabilities P(j1, j2).  The closed form solution for
P(j1, j2) does not exist, hence, P(j1, j2) is solved using
numerical methods.  Since s2 does not have to compete for
bandwidth, its blocking probability is determined using the
Erlang-B formula of (7), whereas the blocking probability
for s1 is, again, obtained using (5).

   The probability that an s1 can be preempted, on the other
hand, is defined as:

(13)

   It is clear from Fig. 3(a) that an s2 call may drop upto b
active s1 calls.  The average s1 calls that could be dropped

is then .  The variable  is the probability

that the cell is in the state where i number of s1 calls would
be preempted if an s2 call arrives, and is given by

 (14)

for i = 1, 2, .. b, whereas, Ds is the probability of being in
any one of the preemptive states. Let x1(x2) be the random
variable representing the number of s1(s2) calls arriving in

an interval T, and  be the random variable representing

the number of s1 calls preempted in the interval T, then 

, (15)

, (16)

and, therefore, from (13)

. (17)

5)  PS with Discouraged Arrivals

   In this case the arrival rate of low priority calls is reduced
as the total number of connections in the cell grow.  The
Markov Chain process for this policy is shown in Fig. 3(b).
At equilibrium the steady state balance equations are:
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above.  The arrival rate of s1 is, thus, a function of the state
(j1, j2) of the cell and is given as

.  Again the state proba-

bilities P(j1, j2) are obtained by solving the above set of
algebraic equations, using numerical methods, and the
blocking probabilities are obtained by substituting P(j1, j2)

in (5) and (6).

Fig. 3. Priority Based Policies (a) PS with Call Preemption (b) PS
with Discouraged Arrivals

   Once the call blocking probability of each service on
every cell has been determined, the next step is to deter-
mine the call dropping probability.

B.  Call Dropping Probability

   The memoryless property of the exponential distribution
of channel holding time and call holding time implies that
the duration of a call after the handoff has same distribu-
tion as before the handoff. The probability that handoff
occurs before a call completion can, therefore, be approxi-
mated as [1][2]:

(20)

   Since the whole service area is assumed to be much
larger than the cell size, the likelihood that a mobile moves
out of the service area during the call is negligible.  The
probability that a call belonging to service si does not com-

plete and is dropped before kth handoff is given by

, where k=1,2,3... (21)

The dropping probability is therefore

(22)

where Pbi for a particular bandwidth access control policy,

in use, is derived as in the last section.

j1 j2,( ) A∈ δk1 k2,

λ1 k1 k2,( )
λ1

1 k1m1 k2m2+ +
-------------------------------------------=

hi
µ″

µi µ″
+

-----------------=

Phi k( ) hi 1 Pbi–( )[ ]k 1–
hiPbi=

Pdi Phi k( )
k 1=

∞
∑ hi 1 Pbi–( )[ ]k 1–

hiPbi
k 1=

∞
∑= =

hiPbi
1 hi 1 Pbi–( )[ ]–
-----------------------------------------=

   0         1         2         3      ............                                                  

C
m2

C
m1

1

j1
...........

j2

j1, C - j1m1
m2

λ1
µ1

 µ2

....

....

....

State Transitions
Due to Preempted

b

(a)

  0           1         2        3      ............                                                  

C
m2

C
m1

1

2

j1 ...........

j2

j1, 
C - j1m1

m2

λ1(j1,j2)

µ1 (b)

λ2

 µ2

λ2

        

Calls



   For PS with Call Preemption policy, the dropping proba-
bility for lower priority calls will also include the probabil-
ity of call preemption, given by (17), and thus, for this
policy, the dropping probability of a lower priority service
is given as

(23)

III.  RESULTS

   Computer simulations were conducted to compare vari-
ous bandwidth access control policies and, thus, verify the
analysis of section II.A.  A cellular network with two com-
peting services, i.e. I = 2, was simulated.  The overall
capacity of each cell was assumed to be 48 channels of
bandwidth. The other parameters such as (m1,m2), (λ1,λ2),
and (µ1,µ2) were taken as (1,6), (20/21,1/21), and (1,0.05)
respectively.  The mean channel holding time of s2 calls

was, thus, 20 times more than that of s1 calls, whereas, the
bandwidth requirement of an s2 call was 6 times more than
that of an s1 call.  The call arrival rates (λ1,λ2) of both ser-

vices were proportionally increased, and the effect of this
increase in traffic on the call blocking probabilities was
observed.

   Firstly, the CS policy was implemented in each cell.  The
results are presented in Fig. 4.  As expected, due to unsym-
metrical traffic load and heterogeneous service characteris-
tics, CS exhibits unfairness.  The narrow-band service s1

monopolizes the available bandwidth, while starving the
wideband service s2.  This effect becomes even more pro-

found as the call arrival rates of both services increase.
The CP policy was implemented next, where (C1,C2) were
taken as (12,36) respectively.  The blocking probability of
s2, in this case, improves significantly.  The cell through-
put, however, will deteriorate because of the bandwidth
granularity.  Fig. 4 also depicts the PS case with (C1,C2)
being (18,12) respectively, and Cs being 18 channels.  The

PS policy can, therefore, be used to optimize the call
blocking probability and throughput characteristics, by fine
tuning the shared and engineered bandwidth.  Determina-
tion of accurate sizes of shared and engineering capacities
is anything but trivial as the networks and services are
always ever evolving.  The priority based schemes could
be used in these situations.  The priority based schemes
achieve better gains in throughput for higher priority ser-
vices.  This is evident from Fig. 4(b) where the blocking
probability of higher priority service s2 is lower than the
ones achieved through the conventional CS, CP or PS poli-
cies.

IV.  CONCLUSIONS

   A traffic model and mathematical framework has been
developed to study the impact of various bandwidth access
control policies on the call level QoS guarantees in a multi-
service cellular network with mobile users.  Precise formu-
lations to compute call level QoS parameters such as, call
blocking probability and call dropping probability have
been derived.  The model has potential application in net-
work planning and bandwidth tuning of cellular networks.

   Some priority based bandwidth access control policies
have also been proposed, and compared with conventional
policies.  Simulation results indicate that the priority based
policies can achieve better throughput for higher priority
services.  As the cellular networks and services continue to
evolve, and the traffic load fluctuates dynamically, reserv-
ing bandwidth exclusively and statically for each service
may not be efficient from revenue generation perspectives.
The priority based policies may, therefore, be attractive
alternative in these circumstances.  
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	Abstract-Wireless cellular networks are fast evolving into multi-service networks supporting narr...
	Furthermore, requirements such as, adaptive updating of bandwidth allocations to track dynamical ...
	The main contribution of this work is the precise formulations developed to predict call level Qo...
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	Essential to the aforementioned optimization problem is the availability of a suitable model that...
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	A wide spectrum of bandwidth access control policies have been discussed in the literature [5][6]...
	Given a particular bandwidth access policy, Pbi for a cell is derived as under. For simplicity, t...
	1) Complete Sharing
	As mentioned earlier, complete sharing implies uncontrolled access to the cell’s bandwidth by any...
	(1)
	(2)

	for all , where A is the space of acceptable states, and
	. (3)

	Solving the above algebraic equations, we get the product-form solution [7] i.e.
	(4)

	where ; and ri for i = 1, 2 is the traffic intensity i.e. li/mi. The blocking probability is then...
	, (5)
	. (6)

	2) Complete Partitioning
	This policy allocates a fixed bandwidth C1(C2) to service s1(s2) such that C1+C2 <= C. The accept...
	where and i = 1,2. (7)

	3) Partial Sharing
	In partial sharing, some bandwidth C1(C2) is allocated permanently to service s1(s2), whereas a p...
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	Fig. 2. (a) Two Dimensional Markov chain for Complete Sharing (b) Complete Partitioning (c) Parti...
	The blocking probabilities for other variants of PS can similarly be derived [5]. The two priorit...
	4) PS with Call Preemption
	In this case a call from a low priority service is accepted if enough capacity is available, howe...
	(10)
	(11)
	(12)

	for all , where A and are as defined above, and . Solving (10) and (11) we get the state probabil...
	The probability that an s1 can be preempted, on the other hand, is defined as:
	(13)
	It is clear from Fig. 3(a) that an s2 call may drop upto b active s1 calls. The average s1 calls ...

	for i = 1, 2, .. b, whereas, Ds is the probability of being in any one of the preemptive states. ...
	, (15)
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	and, therefore, from (13)
	. (17)

	5) PS with Discouraged Arrivals
	In this case the arrival rate of low priority calls is reduced as the total number of connections...
	(18)
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	for all , where A and are as defined above. The arrival rate of s1 is, thus, a function of the st...
	Fig. 3. Priority Based Policies (a) PS with Call Preemption (b) PS with Discouraged Arrivals
	Once the call blocking probability of each service on every cell has been determined, the next st...
	B. Call Dropping Probability
	The memoryless property of the exponential distribution of channel holding time and call holding ...
	(20)

	Since the whole service area is assumed to be much larger than the cell size, the likelihood that...
	, where k=1,2,3... (21)

	The dropping probability is therefore
	(22)

	where Pbi for a particular bandwidth access control policy, in use, is derived as in the last sec...
	For PS with Call Preemption policy, the dropping probability for lower priority calls will also i...
	(23)

	III. RESULTS
	Computer simulations were conducted to compare various bandwidth access control policies and, thu...
	Firstly, the CS policy was implemented in each cell. The results are presented in Fig. 4. As expe...
	IV. CONCLUSIONS
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